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Preface

The food industry, which includes farming and food production, packaging and distribu-
tion, and retail and catering, is enormous. The Wikipedia states that in the United States, 
consumers spend approximately US$1 trillion annually for food, or nearly 10% of the Gross
Domestic Product (GDP). Over 16.5 million people are employed in the food industry. In
2004, processed food sales worldwide were approximately US$3.2 trillion. According to
Reuters, “food processing is one of the largest manufacturing sectors in the United States,
accounting for approximately 10% of all manufacturing shipments (by value). The processed
food industry has grown by over 10% between 1998 and 2004, and in 2004, the value 
of processed food shipments was approximately $470 billion. The largest sectors of the
industry, in terms of value, are meat, dairy, fruit and vegetable preservation, and specialty
foods. Other niche sectors include bakeries and tortilla manufacturing, grain and oilseed
milling, sugar and confectionery, animal food manufacturing, and seafood products.”

The size of the machinery component of the food processing industry is hardly static,
and it is an area where engineers can have a major effect. The U.S. Department of Labor,
Bureau of Labor Statistics, states: “Fierce competition has led food manufacturing plants
to invest in technologically advanced machinery to be more productive. The new machines
have been applied to tasks as varied as packaging, inspection, and inventory control . . . .
Computers also are being widely implemented throughout the industry . . . . Food manu-
facturing firms will be able to use this new automation to better meet the changing demands
of a growing and increasingly diverse population. As convenience becomes more impor-
tant, consumers increasingly demand highly-processed foods such as pre-marinated pork 
loins, peeled and cut carrots, microwaveable soups, or “ready-to-heat” dinners. Such a
shift in consumption . . . will lead to the development of thousands of new processed
foods. Domestic producers also will attempt to market these goods abroad as the volume
of international trade continues to grow. The increasing size and diversity of the 
American population has driven demand for a greater variety of foods, including more
ethnic foods. The combination of expanding export markets and shifting and increasing
domestic consumption . . . will lead to significant changes throughout the food manufac-
turing industry.”

During 2004, according to data compiled by the U.S. Census Bureau, factory shipments
of farm equipment and machinery, including parts and attachments, produced by original
equipment manufacturers (OEM) totaled US$6.9 billion. The total includes dairy, plant-
ing, seeding, fertilizing, harvesting, and haying machinery, among other products. It seems
safe to say that the farm machinery component of the food industry is in the same growth
and development mode as the food processing component.
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Clearly, these two components of the food industry—farm machinery and food pro-
cessing machinery—are of great interest to engineers in a variety of disciplines, includ-
ing food and agricultural, mechanical, chemical, materials, and computer engineering. At
least four major technical publishers address food engineering, with as many as several
dozen titles in their lists. But when my editor at William Andrew Publishing, Millicent
Treloar, and I reviewed these lists, none of the titles appeared to us to take the broad
approach that we were interested in—an approach that her informal market research at
industry meetings seemed to justify. So one of the main ideas that drove development of
the Handbook of Farm, Dairy, and Food Machinery to conform to the needs of engineers,
was to provide coverage from farm to market. Our intent from the outset was to cover, in
a single comprehensive volume, those aspects of the food industry of interest to engineers
who design and build farm machinery, food storage facilities, food processing machinery,
and food packaging machinery.

This is a handbook written for engineers by engineers. Most of the contributors are
based in the United States. Of the handbook’s 22 chapters, 16 are from U.S. Contributors.
But over a quarter of the chapters are from contributors based elsewhere—two in Canada,
one in Ireland, one in Thailand, and two in New Zealand. The targeted audience for the
handbook is practising engineers. Because the handbook is not only practical, but is also
instructive, students in upper-level undergraduate and graduate courses will also benefit.
While some chapters deal with the design of farm and food processing machinery and
facilities, other chapters provide the theoretical basis for determining and predicting the
behavior of foods as they are handled and processed. In order for the handbook to be useful
to engineers, coverage of each topic is comprehensive enough to serve as an overview of
the most recent and relevant research and technology. Numerous references are included
at the ends of most chapters.

Like any of my handbooks (I am also the editor of the Mechanical Engineers’ Hand-
book, which is now in its third edition, the Handbook of Materials Selection, the Standard
Handbook of Biomedical Engineering and Design, the Transportation Engineers’ Hand-
book, and the Handbook of Environmental Degradation of Materials), the Handbook of
Farm, Dairy, and Food Machinery is meant not only to be used as a print reference, but
also to serve as the core of a knowledge spectrum. In this Internet age, a broad-based pub-
lication, such as this handbook, does not exist in isolation. Instead, each part of it—each
sentence, paragraph, item of data, reference, etc.—may be linked to information on a mul-
tiplicity of web sites. So this handbook, with its own store of knowledge, is also a gateway
to a wider world of knowledge about farm and food processing machinery and facilities.

The handbook opens with three introductory chapters—Felix Barron’s chapter about
food engineering curricula; a chapter on food regulations by Kevin Keener; and a chapter
on food safety engineering by V.M. (Bala) Balasubramaniam and colleagues Raghupathy
Ramaswamy, Juhee Ahn, Luis Rodriguez Saona, and Ahmed E. Yousef. There are then
four chapters about farm machinery, facilities, and processes, including Brian Adams’
chapter on automating planting machinery, Graeme Quick and Mark Hanna’s chapter on
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designing grain harvesting machinery, a chapter by Ray Bucklin and colleagues Sidney
Thompson, Ali Abdel-Hadi, and Michael Montross on designing grain storage facilities,
and a chapter by Conley Hansen and Dae-Yeol Cheong on managing agricultural waste.

The next section of the handbook deals with milk and dairy products. There are two
chapters, the first on milking machines and milking parlors by Douglas Reinemann, and
the second on dairy product processing equipment by Doug Goff, from Canada. (Unless
otherwise noted, contributors are from the United States.)

The largest section of the handbook, with a dozen chapters, covers food processing.
This section begins with a chapter on rice processing by Athapol Noomhorm and Imran
Ahmad, both from Thailand. The next chapter, by Conrad Perera and Bronwen Smith, both
from New Zealand, is an overview of food processing operations. These operations are
covered in more detail in the next half-dozen chapters—food drying and evaporation by
William Kerr; food freezing by Kasiviswanathan Muthukumarappan and Chenchaiah
Marella; heat and mass transfer by Mohammed Farid, from New Zealand; rheology by
Qixin Zhong; thermal processing by Arthur Teixeira; and food process modeling, simula-
tion, and optimization by Gauri Mittal, from Canada. The section continues with a chapter
on designing food process controls by Mark Morgan; a forward-looking chapter on ohmic
pasteurization of meat and meat products by James Lyng and Brian McKenna, both from
Ireland; a chapter on food safety engineering by V.M. (Bala) Balasubramaniam and 
colleagues Raghupathy Ramaswamy, Juhee Ahn, Luis Rodriguez Saona, and Ahmed E.
Yousef; and, finally, a chapter on food processing facilities design by Timothy Bowser.

The final section of the handbook contains two chapters on packaging, the first on pack-
aging materials and processing by Jay Singh and Paul Singh (who are not related and are
at different universities), and the second on packaging machinery by Harold Hughes.

While my own training as a mechanical engineer was crucial in conceiving the 
Handbook of Farm, Dairy, and Food Machinery, and while my publishing history with
engineering handbooks in a wide variety of disciplines was certainly useful in bringing
the handbook to fruition, it was the contributors who did the real heavy lifting. It is a
miracle, as it is for any handbook with many contributors, that so many found the time
and energy to create their scholarly and practical chapters. Their professionalism is
remarkable, and they have my utmost appreciation and admiration. My thanks also to my
wife Arlene, whose love. encouragement, and patience help me immeasurably.

Myer Kutz
Delmar, NY
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1 The Food Engineer

Felix H. Barron, Ph.D.

Clemson University, Clemson, SC, USA

1.1 Nature of Work and Necessary Skills

Food engineering is considered a specialized field of engineering. In general, engineers
are trained in the application of scientific principles and mathematics in order to provide
economical solutions to technical problems; usually fulfilling a social, commercial, or
similar need.

Product design and development are typical activities that an engineer may be asked to
perform. The engineer must specify the functional requirements of the product, design and
testing, and final evaluation to check for overall efficiency, cost, safety, and reliability.
Overall, these principles may be applied to product design, no matter what the product is
(a machine, a food, a chemical).

Engineers may also work in testing, production, or maintenance areas, supervising pro-
duction in factories, determining the causes of component failure, and testing manufac-
tured products to maintain quality. Costing and scheduling to complete projects are other
typical duties of an engineer. Some engineers may go on to become managers or sale-
persons. The sales engineer’s background enables him or her to discuss technical aspects
and assist in product planning, installation, and use of equipment. A supervising engineer
can be responsible for major components or entire projects.

Food engineers use computers extensively to produce and analyse products, 
processes, or plant designs, to simulate and test how a machine or food system operates,
and to generate specifications for foods, machinery, or packaging. Food engineers 
may also use computers to monitor product quality, safety, and to control process 
efficiency. Food nanotechnology, which involves the ability to control or manipulate 
the product at the atomic scale, is introducing innovating principles into product and
process design.

Seventeen engineering specialties are covered in the Federal Government’s 
Standard Occupational Classification system and in engineering in general. Food engi-
neering is recognized by professional societies such as the Institute of Food Technologists,
American Society of Agricultural Engineers, and the American Institute of Chemical 
Engineers.

Myer Kutz (ed.), Handbook of Farm, Dairy, and Food Machinery, 3–14
© 2007 William Andrew, Inc.
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1.2 Academic and Industry Preparation

As a specialized professional, the food engineer may obtain his or her skills mainly
through a university degree or industrial experience. Several universities across the United
States offer a formal academic training in food engineering. Agricultural engineering
departments are the common avenue to becoming specialized in the engineering aspects
of food processing. However, it is not uncommon to have graduates in food science pursue
the engineering specialization also. In fact, it is a requirement that food science students
take a course in the principles of food process engineering. However, food scientists gen-
erally lack rigorous training in applied mathematics, such as the use of differential equa-
tions to solve heat and mass transfer problems, plant design, or simulation of systems.

Internationally, food engineering training may be obtained through colleges of agricul-
ture, chemical engineering departments, or schools of applied sciences. International
degrees obtained through engineering programs, that also offer traditional engineer-
ing degrees such as chemical or mechanical, probably are the most similar to the typical
US degree, especially in regard to mathematical training. Table 1.1 shows a typical course
work program to obtain an engineering degree specializing in food engineering. Tables
1.2 and 1.3 show typical course work in chemical and mechanical engineering, respec-
tively. Comparison among the three programs concludes that the major academic prepa-
ration difference lies in the specialized topics or areas of the fundamentals of food

4 Introduction to Food Engineering

Table 1.1 A Typical List of Courses for An International B.S. Program in Food
Engineering

Food Engineering B.S. Program: an International Example

Mathematics I, II, III Food Analysis
Physics I, II Food Biotechnology
Chemistry Heat Transfer
Organic Chemistry Product Development
Computer Science Milk and Milk Products
Thermodynamics for the Food Industry Mass Transfer
Food Chemistry Meat Processing
Transport Phenomena Fruits and Vegetables Processing
Numerical Methods Cereal Processing
Human Nutrition Quality Assurance
Food Technology Food Plant Design
Microbiology Design of Experiments
Food Microbiology Differential Equations
Other electives Biochemistry
Probability and Statistics Other Electives and Laboratories



Table 1.2 Chemical Engineering; A Curriculum (US) Example

Freshman Year

First Semester Second Semester

2—Engineering Disciplines and Skills 3—Chemical Engineering Tools 
4—General Chemistry 4—General Chemistry 
3—Accelerated Composition 3—Physics with Calculus I 
4—Calculus of One Variable I 4—Calculus of One Variable II 
3—Arts and Humanities Requirement or 3—Arts and Humanities Requirement or

3—Social Science Requirement 3—Social Science Requirement
Total: 16 hours Total: 17 hours 

Sophomore Year

First Semester Second Semester

3—Organic Chemistry 3—Organic Chemistry 
4—Intro. to Chemical Engineering 1—Organic Chemistry Lab 
4—Calculus of Several Variables 4—Intro. to Ord. Diff. Equations 
3—Physics with Calculus II 4—Fluids/Heat Transfer 
3—Arts and Humanities Requirement 3—Chemical Engineering Thermodynamics I 
Total: 17 hours Total: 15 hours 

Junior Year

First Semester Second Semester

3—Molecular Biochemistry 3—Physical Chemistry 
1—Physical Chemistry Lab 1—Physical Chemistry Lab 
3—Unit Operations Lab I 4—Mass Transfer and Separation Processes 
3—Engineering Materials 3—Chemical Engineering Thermodynamics II 
2—Basic Electrical Engineering 3—Emphasis Area
1—Electrical Engineering Lab I 3—Arts and Humanities Requirement or
3—Arts and Humanities Requirement or 3—Social Science Requirement

3—Social Science Requirement
Total: 16 hours Total: 17 hours 

Senior Year

First Semester Second Semester

3—Unit Operations Lab II 3—Process Dynamics and Control 
3—Process Development, Design, and 3—Process Design II 

Optimization of Chemical Engineering 
Systems I

1—Chemical Engineering Senior Seminar I 1—Chemical Engineering Senior Seminar II 
3—Chemical Reaction Engineering 3—Industrial Microbiology 
3—Emphasis Area 3—Emphasis Area
3—Arts and Humanities Requirement or

3—Social Science Requirement
Total: 16 hours Total: 13 hours 

127 Total Semester Hours
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Table 1.3 Mechanical Engineering; A Curriculum (US) Example

Freshman Year

First Semester Second Semester

2—Engineering Disciplines and Skills 2—Engr. Graphics with Computer Appl.
3—General Chemistry 3—Programming and Problem Solving in 

Mechanical Engineering
3—Accelerated Composition 4—Calculus of One Variable II
4—Calculus of One Variable I 3—Physics with Calculus I

1—Physics Lab. I
3—Humanities/Social Science Requirement 3—Humanities/Social Science Requirement 

or 3—Social Science Requirement or 3—Social Science Requirement
Total: 16 hours Total: 16 hours

Sophomore Year

First Semester Second Semester

5—Statics and Dynamics for Mech. Engr 2—Basic Electrical Engineering
2—Mechanical Engineering Lab. I 1—Electrical Engineering Lab. I
4—Calculus of Several Variables 3—Engineering Mechanics: Dynamics
3—Physics with Calculus II 3—Foundations of Thermal and Fluid 

Systems
3–5—Science Requirement 4—Intro. To Ord. Diff. Equations

3—Numerical Analysis Requirement
Total: 17–19 hours Total: 16 hours

Junior Year

First Semester Second Semester

3—Mechanics of Materials 3—Heat Transfer
3—Thermodynamics 3—Fundamentals of Machine Design
3—Model. And Analysis of Dynamics Syst. 3—Manufacturing Proc. And Their Appl.
3—Fluid Mechanics 3—Advanced Writing Requirement
2—Mechanical Engineering Lab. II 3—Statistics Requirement
3—Arts and Humanities Requirement or

3—Social Science Requirement
Total: 17 hours Total: 15 hours

Senior Year

First Semester Second Semester

3—Mechanical Engineering Design 1—Senior Seminar
3—Control and Integration of 3—Internship in Engineering Design

Multi-Domain Dynamic Systems
2—Mechanical Engineering Lab. III 6—Arts and Humanities Requirement or

3—Social Science Requirement
6—Technical Requirement 3—Technical Requirement
Total: 14 hours Total: 13 hours

124–126 Total Semester Hours
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processing and food microbiology. Other areas such as food chemistry, applied mass and
energy balances to foods, or food unit operations, can easily be learned from a general
engineering degree such as chemical engineering. The mechanical or electrical engineer
would have to receive training in mass balances and unit operations in order to adapt to
the food engineering area.

Bachelor’s degree programs in engineering typically are designed to last four years, but
many students find that it takes between four and five years to complete their studies. In
a typical four-year college curriculum, the first two years are spent studying mathematics,
basic sciences, introductory engineering, humanities, and social sciences. During the 
last two years, most courses are in engineering, usually concentrating in one specialty,
such as food engineering or biotechnology. Some programs offer a general engineering
curriculum, students then specializing on the job or in graduate school.

Some five-year or even six-year cooperative plans combine classroom study and practical
work, permitting students to gain valuable experience and to finance part of their education.

1.3 Work Opportunities for a Food Engineer

All 50 States and the District of Columbia require licensure for engineers who offer
their services directly to the public. Engineers who are licensed are called Professional
Engineers . This licensure generally requires a degree from an Accreditation Board for
Engineering and Technology accredited engineering program, four years of relevant work
experience, and successful completion of a State examination.

A simple internet job description survey about job opportunities for the food engineer
reveals some of the necessary skills that companies, universities, or government agencies
are looking for in an engineer.

1.3.1 Job description sample 1

The Process Design Engineering Manager has the engineering responsibility for root
cause analysis and correcting “process issues” within a beverage, pharmaceutical, or food
plant. This includes existing plant opportunities and new state-of-the-art solutions to
process packaging in a high-speed plant. It is important that the candidate is able to demon-
strate, with examples, his or her strength in visualizing complete projects at the concep-
tual stage.

1.3.1.1 Specific accountabilities include

• conducting fundamental research related to optimization of a process and
product;
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• independently designing and performing laboratory testing directed at
problem solving with commercial scale-up capability;

• planning and executing medium-term research and development activities of
moderate to complex scope; and

• demonstrating technical competence in several areas of food related chem-
istry and engineering practice.

1.3.1.2 Specific skills and qualifications include

• Ph.D. in Food Science or Food Engineering;
• expertise in areas of natural organic polymers, carbohydrate chemistry, phys-

ical science, food science, and food process engineering;
• ability to apply scientific/engineering theory in the execution of projects

related to process or product development;
• sound problem solving and project leadership skills, with emphasis on

designing or conducting laboratory testing and pilot-scale simulations;
• ability to conduct literature searches and compile comprehensive, clear sum-

maries of findings;
• working knowledge of applied statistics and statistical design of experiments;

and
• good oral, written, technical, and general communication skills.

1.3.2 Job description sample 2

1.3.2.1 Essential functions

• Develop written policies and procedures for the organized and profitable
development of new meat products. Such procedures should have distinct
mechanisms for the timely completion of:

° new product concept approval,

° development,

° shelf life testing,

° package design, and

° final product approval.
• Follow concepts identified by sales and marketing:

° work closely with sales,

° marketing,

° quality assurance,

° operations,



° finance,

° purchasing, and

° engineering

to develop new meat products that meet internal and/or external specifications.

• Develop and implement cost reduction products to improve operating effi-
ciency and maximize profitability, and

• Write project protocols, collect and analyze data, and prepare reports.

1.3.3 Job description sample 3

This position will manage the engineering functions needed to support manufacturing,
R&D, quality assurance, and logistics.

The Project Engineer will manage contractors and in-plant personnel in the completion
of capital projects, as well as managing the capital plan.

1.3.4 Job description sample 4

1.3.4.1 Food engineering research

This facility is a high-speed/high-volume, 24/7 operation that is currently going through
an expansion. This position will support the production of newly developed products and
current production lines, purchase and install new equipment, upgrade existing equipment,
and develop efficiency improvements.

Working in a team-based manufacturing environment, process engineers lead, develop, and
execute solutions to improve process system performance and product quality. Serving as a
dedicated technical system resource, process engineers also lead problem-solving and
problem-prevention efforts directed at current and future processes and products, assure that
new product and process tests and start-ups are designed and executed effectively, and develop
and direct training in system operations.

1.3.4.2 Requirements

A B.S. in Engineering (Chemical, Mechanical, Electrical, or Food Engineering pre-
ferred), and 4–8 years of process or packaging engineering experience in a food, consumer
products, pharmaceutical, chemical, or other continuous process manufacturing environ-
ment, are required. Strong technical skills are essential, including a demonstrated 
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understanding of unit operations, analytical methods, and statistical process control, as
well as troubleshooting skills.

1.3.5 Job description sample 5

Our client seeks a process improvement engineer with food manufacturing experience
for their dynamic company. In this role, you will analyze new product formulations and
pilot plant productions and provide recommendations for process flow modifications,
equipment modifications, operations changes, and new equipment requirements. You will
define issues, collect data, establish facts, and draw valid conclusions as well as manage
teams to ensure effective transition from product conception to full-scale production.

This position requires a degree in engineering and five or more years of work experi-
ence. Of this work experience, three years must be within the food industry. Experience
in product development is desired. Experience as a process engineer, production manager,
production supervisor, or research and development engineer is highly desirable. Up to
50% domestic travel is required.

Based on these job descriptions, the following engineering key words were found with
major frequency in descending order: engineering, development, manage, design, analy-
sis, concept, solving, and scale.

These key words can be compared to knowledge and skills to be taught at universities
offering engineering degree majors, including food engineering. Take the following, for
example:

• Students specializing in food engineering learn to apply engineering princi-
ples and concepts in handling, storing, processing, packaging, and distribut-
ing food and related products.

• Students specializing in agricultural engineering integrate engineering 
analysis and design with applied biology to solve problems in production,
transportation, and processing of agricultural products. Agricultural engineers
design machinery, processes, and systems for managing the environment,
nutrients, and waste associated with productive plant and animal culture.

Figure 1.1 demonstrates a general flow diagram illustrating unit operations or process-
ing steps typical of a food processing facility. The knowledge and skills of a food engi-
neer can be applied in an integrated approach or in a more specific way, such as heat
transfer in heating and cooling operations.

As food is received into the food processing plant, it may be in a liquid or solid form. If
it is a liquid, one of the primary considerations may be its classification as a Newtonian
or non-Newtonian liquid, therefore the field of rheology should be part of the knowledge
base of the food engineer. Rheological studies may provide the necessary information to

10 Introduction to Food Engineering



the design of mixing machinery, piping, and even cleaning and sanitation of tubes and
pipes used in transporting a fluid from one location to another.

Dehydration and evaporation of foods involve heat and mass transfer. The food engi-
neer, with his or her knowledge in the theory of diffusion, mass, and energy balances,
would be capable of designing processes, equipment, and even costing in feasibility
studies.

1: The Food Engineer, Barron 11

Figure 1.1 General flow in a food processing plant (adapted from Heldman & Singh, 1981).
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Table 1.4 Employment Distribution by Engineering Specialty

Total, All Engineers 1,449,000 100%

Civil 237,000 16.4
Mechanical 226,000 15.6

Industrial 177,000 12.2
Electrical 156,000 10.8

Electronics, except computer 143,000 9.9
Computer hardware 77,000 5.3

Aerospace 76,000 5.2
Environmental 49,000 3.4

Chemical 31,000 2.1
Health and safety, except mining safety 27,000 1.8

Materials 21,000 1.5
Nuclear 17,000 1.2

Petroleum 16,000 1.1
Biomedical 9,700 0.7

Marine engineers and naval architects 6,800 0.5
Mining and geological, including mining safety 5,200 0.4

Agricultural 3,400 0.2
All other engineers 172,000 11.8

1.4 Engineering Jobs

According to a 2004 distribution of employment in an engineering specialty survey by
the Department of Labor (Table 1.4), the top four engineering positions are civil, mechan-
ical, industrial, and electrical engineering. Assuming food engineering is included under
agricultural engineering, the 0.2% attributed to agricultural engineering falls as the last
specialty. Even chemical engineers, who may also be included as doing food engineering
work, are not at the top as are the civil or mechanical engineers.

Mechanical engineering may be considered one of the most flexible engineering 
specialties, allowing engineers to find jobs in industry across the board, being food or 
non-food related.

Industries employing the most engineers in each specialty and the percentage of occu-
pational engineering employment in the industry are given in Table 1.5.

It is apparent that agricultural (and food) engineers are mostly employed by state and
local government agencies. In addition, the survey does not reflect the influence of the
food industry as an important or key industry hiring engineers.
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Table 1.5 Percent Concentration of Engineering Specialty Employment in Key Industries,
2004

Specialty Industry Percent

Aerospace Aerospace product and parts manufacturing 59.6

Agricultural State and local government 22.6

Biomedical Scientific research and development services 18.7
Pharmaceutical and medicine manufacturing 15.6

Chemical Chemical manufacturing 27.8
Architectural, engineering, and related services 16.3

Civil Architectural, engineering, and related services 46.0

Computer hardware Computer and electronic product manufacturing 43.2
Computer systems design and related services 15.0

Electrical Architectural, engineering, and related services 19.6
Navigational, measuring, electromedical, and 10.8

control instruments manufacturing

Electronics, except Telecommunications 17.5
computer Federal government 14.4

Environmental Architectural, engineering, and related services 28.9
State and local government 19.6

Health and safety, State and local government 12.4
except mining safety

Industrial Machinery manufacturing 7.8
Motor vehicle parts manufacturing 7.1

Marine engineers and Architectural, engineering, and related services 34.5
naval architects

Materials Computer and electronic product manufacturing 14.3

Mechanical Architectural, engineering, and related services 18.1
Machinery manufacturing 13.4

Mining and geological, Mining 49.9
including mining safety

Nuclear Electric power generation, transmission and 36.1
distribution

Petroleum Oil and gas extraction 47.4



1.5 Future Opportunities

The food processing industry may be facing a challenge by consumers and health care
government agencies to provide “healthy foods,” which can contribute to decrease the
obesity problem in the United States and around the world. Designing such foods may
become a critical factor for the food industry in general in order to expand markets and
profitability. It may be necessary for food engineers to work more closely with molecular
nutritionists in order to design the so called “medical foods.” Food biotechnology and food
nanotechnology and their applications to food safety are areas where food engineers may
find new opportunities.

1.6 Conclusions

Overall, it appears that food engineering as specialty engineering is becoming more an
area of training on the job by the food industry than a strict requirement by food pro-
cessing companies. This may be the reason why some universities began to modify their
curricula by decreasing the number of food engineering related courses and changing to
areas considered “hot,” such as biotechnology, bioengineering, or biomedical engineering.

Non-food engineers, such as mechanical, electrical, or chemical desiring to work in the
food processing industry may always receive the necessary training on the job or through
the abundant professional development workshops. Many universities and consulting
groups offer this type of training. Basic food microbiology, food safety, food quality, and
food processing would be a good knowledge base for non-food engineers.
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2 Food Regulations

Kevin M. Keener, Ph.D., P.E.

Purdue University
West Lafayette, IN, USA

2.1 Background

In the United States alone there are an estimated 76 million illnesses (1 in 4), 325,000
hospitalizations, and 5,000 deaths caused by foodborne disease. Three pathogenic bacte-
ria Salmonella, Listeria, and Toxoplasma are responsible for 1,500 deaths (Mead et al.,
1999). Foodborne illness and disease is a major cause of morbidity worldwide, resulting
in substantial costs to individuals, food processors, and national and international eco-
nomics. Thus, there is a need to ensure that food processing is conducted in a sanitary
environment, performed in a sanitary manner, and every appropriate consideration given
to produce safe food of high quality.

The purpose of this chapter is to provide process engineers with an understanding 
of food regulations in the United States. This chapter is by no means comprehensive, and
regulations are constantly changing as advances in science and perceived threats change.
Therefore, it is recommended that individuals interested in producing food machinery,
starting a food business, or producing a food product, contact the appropriate regulatory
agencies prior to commencing production. Food produced and sold without proper regu-
latory inspection is not in compliance with federal, state, and local laws and may be
deemed “adulterated.” Producing adulterated food is a serious crime and persons found
guilty may be subject to civil and criminal penalties, including prison.

Food regulations in the United States are a patchwork of rules and regulations that have
developed over time. For a single food, there are numerous government agencies that have
inspection roles. At the federal level, the primary agencies with regulatory responsibilities
are the Food and Drug Administration (FDA), an agency within the Department of Health
and Human Services, and the Food Safety Inspection Service (FSIS), an agency within
the United States Department of Agriculture. The FDA has the responsibility to ensure
safety of all foods under the Federal Food Drug and Cosmetic Act (FFDCA) of 1938. The
FFDCA Section 201(f) defines “food” as articles used for food or drink for man or other
animals, chewing gum, and articles used for components of any such articles.

Myer Kutz (ed.), Handbook of Farm, Dairy, and Food Machinery, 15–43
© 2007 William Andrew, Inc.
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The FSIS has primary responsibility for meat, poultry, and egg products under the Meat
Product Inspection Act (1906) (FSIS, 2006a), Poultry Product Inspection Act (1957) (FSIS,
2006b), and Egg Product Inspection Act (1970) (FSIS, 2006c). Other agencies have sup-
porting roles in various commodities and provide grading and export inspection services.
These will be identified in proceeding commodity sections as appropriate.

Prior to producing any food it is recommended that one notifies the FDA. FDA notifi-
cation is required of any individuals producing low-acid or acidified foods. A process filing
may be required to be submitted detailing the particulars of the food, packaging, and the
proposed process being considered. The FDA has a responsibility to respond with either
a “non-rejection” letter or a letter with additional questions. A non-rejection letter whereby
the FDA acknowledges they have reviewed the proposed food process and do not have
any concerns at that point in time. Further details on process filings may be found on the
FDA website (FDA, 2006a). Additionally, any company that produces or distributes foods
must register with the FDA as required by the Public Health Security and Bioterrorism
Preparedness and Response Act of 2002 (The Bioterrorism Act) (FDA, 2006b).

2.1.1 Federal Register

The Federal Register is the daily newspaper of the U.S. government. It publishes all
proposed, interim, and final rules on federal regulations from all federal agencies (Federal
Register, 2006). Development of new regulations starts with the U.S. Congress. In general,
Congress passes a bill (Act), for example, Meat Product Inspection Act. The President
agrees and signs this bill into a new law. This Act assigns regulatory responsibility to a
specific person or department, for example, Secretary of the United States Department of
Agriculture (USDA). The Secretary then determines what federal agency within their
department will oversee regulatory inspection, for example, the FSIS. That agency is
responsible for proposing rules (regulations) regarding the assigned regulatory responsi-
bility. Initially, the designated agency will announce a proposed rule and a comment
period, for example, 30, 60, or 90 days, in which interested parties (consumers, proces-
sors, industry associations, etc.) will provide feedback to the designated agency on the
proposed rule. These comments will include both the technical merits and scientific merits.
The federal agency will then respond, as required by law, to all comments received and
either modify the proposed rule, abandon the proposed rule, or issue a final rule. Final
rules usually have an implementation period after which enforcement will begin. It is
important that affected parties participate in this rule-making process because non-
response is treated as acceptance of the proposed rule.
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2.1.1.1 Code of federal regulations

Federal Agencies compile and publish current regulatory requirements annually in the
Code of Federal Regulations (CFR). This compendium of federal regulations is published
and maintained by the United States Government Printing Office and can be purchased in
hard copy or viewed in electronic form at their website (CFR, 2006). This document con-
tains 50 volumes (referred to as Titles) and includes all federal agencies. For example,
agriculture regulations (AMS) are listed in Title 7; animal and animal products regulations
(FSIS) are listed in Title 9; food and drug (FDA) regulations are listed as Title 21, and
protection of the environment (EPA) are listed as Title 40.

2.1.2 United States Code

The United States Code is the codification by subject matter of the general and perma-
nent laws (Acts) of the United States. It is meant to be an organized, logical compilation
of the laws passed by Congress. At its highest level, it divides the legislation into 50 topic
areas called Titles. Each Title is further subdivided into any number of logical subtopics.
The United States Code has been published every six years with the most recent being the
2000 version (U.S. Code, 2006). Any law or individual provisions within a law passed by
Congress are classified in the Code. However, legislation often contains many unrelated
provisions that collectively respond to a particular public need or problem. For example,
a farm bill might contain provisions that affect the tax status of farmers, their land man-
agement practices, and a system of price supports. Each of these individual provisions
would belong in a different section in the Code. Thus, different parts of a law will be found
within different Titles. Typically an explanatory note will indicate how a particular law
has been classified into the Code. It is usually found in the Note section attached to a rel-
evant section of the Code, usually under a paragraph identified as the “Short Title.” A
further discussion of the United States Code can be found at the Cornell Law website
(Cornell, 2006).

2.1.2.1 State and local regulations

Many states have a department of agriculture and/or environmental and natural
resources departments that regulate many aspects of food processing facilities. Many states
have an administrative code similar to the CFR (usually adopted by reference) that states
requirements for administrative responsibilities, inspection frequency, and permitting
requirements for food processors operating in a particular state. In addition, some states
allow local regulations/zoning requirements to be developed that can also impact food 
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processing facilities. The local rules are not usually on-line, but can be located by con-
tacting the county and/or city services department for the respective location of the food 
processing facility. These local rules deal many times with waste discharges, noise, odors,
and other neighborhood concerns.

2.2 Sanitation Programs

All meat, poultry, and egg processing plants are required to have a written sanitation
program. Sanitation is the creation and maintenance of hygienic and healthful conditions
in food processing plants. Sanitation involves an applied science that has the overall goal
of providing a clean environment and to prevent food product contamination during 
processing. The universal goal of sanitation is to protect the food supply. An effective 
sanitation program includes benefits such as:

• Microbial and chemical monitoring;
• Control of food spoilage and lower consumer complaints;
• Increase the storage life of the product;
• Improve employee morale; and
• Reduced public health risks.

Specific sanitation requirements vary for each commodity. The FSIS has sanitation
requirements for meat, poultry, and egg products in Title 9 Part 416 of the Code of Federal
Regulations (CFR, 2006a). For FDA inspected food processors, there are also sanitation
requirements. These are detailed in the current Good Manufacturing Practices (cGMP).
These are located in Title 21 Part 110 of the Code of Federal Regulations (CFR, 2006b).
In addition, the FDA has developed specific GMP’s for some food processing such as
bottled water, baby food, and seafood. These regulations are minimum sanitation require-
ments and many food processors exceed these requirements.

2.2.1 Sanitation

Sanitation requirements for meat, poultry, and egg products are listed in Title 9 Part 416
and subdivided into two parts. Sections 416.1–416.6 are referred to as the Sanitation Per-
formance Standards (SPS) and Sections 416.11–416.17 are referred to as the Sanitation Stan-
dard Operating Procedures (SSOP). Note: There are no sections between 416.7–416.10.

2.2.1.1 Sanitation performance standards

Sanitation performance standards describe specific areas that inspection personnel will
evaluate regarding sanitation performance. Establishments must comply with the regula-
tory performance standards for sanitation cited below, but may do so by whatever means
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they determine to be appropriate. No specific sanitary practices are required; FSIS inspec-
tion personnel will verify that official establishments comply with the performance stan-
dards. Section 416.1 is known as the “General Rules” and requires that “each official
establishment must be operated and maintained in a manner sufficient to prevent the cre-
ation of insanitary conditions and to ensure that product is not adulterated.” Section 416.2
describes specific concerns regarding buildings, grounds, and pest control. The informa-
tion on buildings and grounds includes criteria for construction, ventilation, lighting,
plumbing, sewage disposal, and water. In addition, the facility must be designed to allow
management of pest (flies, rodents, birds, etc.).

It should be noted that pest control substances must be approved by the EPA for use in
food processing environments and be used in a manner that does not adulterate product
or create insanitation. Under the Federal Insecticide, Fungicide, and Rodenticide Act
(FIFRA), the EPA reviews pesticides, cleaners, sanitizers, antimicrobials, etc., formula-
tions, intended use, and other information; registers all pesticides, sanitizers, antimicro-
bials, etc., for use in the United States. It also prescribes labeling, use, and other regulatory
requirements to prevent unreasonable adverse effects on the environment, including
humans, wildlife, plants, and property. Any meat or poultry establishment using a pesti-
cide, cleaner, sanitizer, antimicrobial, etc., must follow these FIFRA requirements.

Section 416.3 describes the appropriate selection of equipment and utensils and their
respective installation and maintenance. Section 416.4 details the requirements for clean-
ing and sanitizing of food contact, non-food contact, and utensils. Section 416.5 describes
the requirements for management of employee hygiene practices, including the person and
their respective practices to prevent product adulteration. If any equipment, utensils,
rooms, or compartments are found to be insanitary, then the inspector (FSIS/state) will
place a tag on the equipment (U.S. rejected). The equipment, utensil, room, or compart-
ment cannot be used until corrective action has taken place to produce sanitary conditions.

2.2.1.2 Sanitation standard operating proceedures (SSOP)

Minimum requirements for sanitation operating procedures are stated in Title 9 Section
416.11–416.17 (CFR, 2006a). Each official establishment is required (shall) to develop,
implement, and maintain written standard operating procedures for sanitation (Section
416.11). “The SSOP’s shall describe all procedures an official establishment will conduct
daily, before and during operations, sufficient to prevent direct contamination or adulter-
ation of product(s)” (Section 416.12). The SSOP’s cover the entire establishment and all
shifts of operation. These procedures include a minimum frequency of cleaning, cleaning
procedures, and designated plant personnel. SSOP’s must be signed and dated by the
“overall authority,” usually the owner or plant manager. The FSIS also requires (shall)
perform preoperational SSOP’s prior to production and other SSOP’s as written.

Monitoring procedures will be established by plant personnel to verify implementation
of the SSOP’s (Section 416.13). The written SSOP’s must be routinely reviewed and 
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effectiveness assessed. Revisions are required (shall) as necessary to keep them effective
and current with respect to changes in facilities, equipment, utensils, operations, or per-
sonnel (Section 416.14). The establishment must also maintain daily records sufficient to
document the implementation and monitoring of the SSOP’s and any corrective action
taken (Section 416.16). The establishment is required to maintain six months of written
records, and they must be available to the FSIS upon request, within the last 48 hours of
plant operation, or within 24 hours.

It is the establishment’s responsibility to implement the procedures as they are written
in the SSOP’s. If the establishment or the FSIS determines that the SSOP’s fail to prevent
direct contamination or adulteration of product, the establishment must implement cor-
rective actions that include the appropriate disposition of product, restoration of sanitary
conditions, and measures to prevent recurrence. It is also required that SSOP’s should
describe the procedures that the establishment will take to prevent direct contamination or
adulteration of product (Section 416.15).

The FSIS has the responsibility to verify that the establishment is conducting the SSOP’s
as written. Specifically they will verify the adequacy and effectiveness of the Sanitation
SOP’s and the procedures specified therein by determining that they meet the requirements
of this part (416). Such verification may include:

• Reviewing the Sanitation SOP’s;
• Reviewing the daily records documenting the implementation of the SSOP’s

and the procedures specified therein and any corrective actions taken or
required to be taken;

• Direct observation of the implementation of the SSOP’s and the procedures
specified therein and any corrective actions taken or required to be taken; and

• Direct observation or testing to assess the sanitary conditions in the 
establishment.

2.3 Hazard Analyses and Critical Control Point Program
(HACCP)

The HACCP program is a systematic approach to the identification, evaluation, and
control of food safety hazards. It is a regulatory requirement for many areas of food pro-
cessing, including meat (FSIS), poultry (FSIS), egg products (FSIS), seafood (FDA), and
juice processing (FDA). There are HACCP requirements that are unique for each food
process. The unique requirements are dictated by the responsible regulatory agency. From
a scientific perspective, the HACCP program is a proactive approach to food safety and
is based on seven principles:

Principle 1: Conduct a hazard analysis
Principle 2: Determine the critical control points (CCP)
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Principle 3: Establish critical limits
Principle 4: Establish monitoring procedures
Principle 5: Establish corrective actions
Principle 6: Establish verification procedures
Principle 7: Establish record-keeping and documentation procedures

These principles when combined form a flexible food safety program that is adjustable
as processing conditions change. The goal of the HACCP program is to eliminate, control,
and/or prevent food safety hazards at the processing plant with then ultimate goal of pro-
tecting the consumer.

2.3.1 Prerequisite programs

The production of safe food products requires that the HACCP system be built upon 
a solid foundation of prerequisite programs. Prerequisite programs provide the basic 
environmental and operating conditions that are necessary for the production of safe,
wholesome food. These programs include sanitation (GMP’s), preventative maintenance,
ingredient receiving, recall, biosecurity, etc. Many of the requirements for these programs
are specified in federal, state, and local regulations and guidelines.

The HACCP is built upon the prerequisite programs. In developing a HACCP program,
preliminary information on the products, processes, and prerequisite programs must be
collected and a process flow diagram developed detailing specific practices within the food
processing facility. The preliminary steps must be completed before development of the
HACCP plan.

Principle 1: Conduct a hazard analyses
Each process step is assessed for potential physical, chemical, and biological hazards.

Hazards are defined as those things that cause injury or illness. Physical hazards may
include broken glass, wood, or bone shards. Chemical hazards may include cleaner, san-
itizer, and pesticide residues. Biological hazards include pathogenic bacteria such as Sal-
monella enteritidis (SE) or E.coli 0157:H7.

Principle 2: Determine the CCP’s
For each process step where potential hazards exist there is an assessment of existing

control measures. If control measures exist that prevent the introduction of a potential
hazard (e.g., prerequisite programs) then no CCP is needed. But when a potential hazard
exists and no control measures are present, then a CCP must be implemented.

Principle 3: Establishing critical limits
Once a CCP has been identified then critical limits must be developed based on scien-

tific evidence. The critical limits are the conditions under which one can control, reduce,
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or eliminate the potential hazard. For example, if it was determined that SE might be
present in ready-to-eat (RTE) chicken breast and no existing control measures prevented
its introduction, a CCP might consist of specifying a minimum cooking time and temper-
ature to eliminate any potential SE from RTE chicken breast.

Principle 4: Establish monitoring procedures
Once a CCP has been established with appropriate critical limits it is necessary to ensure

proper operation. This requires establishing monitoring procedures and generation of
records that document that critical limits have been met. For example, if one were required
to cook chicken breast for a minimum time and a minimum temperature to eliminate any
potential SE present, then records would document oven temperature and cooking time
for each batch of chicken breast.

Principle 5: Establish corrective actions
If a deviation (not meeting critical limit or monitoring procedures being inadequate) has

been found to occur in the CCP, corrective action must be taken. Corrective action requires
an assessment of what went wrong, what to do with the suspect product (product produced
when the deviation occurred), how to fix the problem, and how to keep the problem from
happening again.

Principle 6: Establish verification procedures
These are established practices periodically performed to ensure that the hazard analy-

sis, established CCP’s, established critical limits, and the established corrective actions are
appropriate to ensure elimination, reduction, and/or control of all known hazards for the
particular food product in question.

Principle 7: Establish record-keeping and documentation procedures
Written records of all HACCP activities must be kept and provided as appropriate for

regulatory inspection of the food processing facility.

Further details on HACCP requirements for particular food processing may be found in
the Code of Federal Regulations and under the appropriate regulatory agency. Further infor-
mation on the scientific approach of the HACCP program can be located in the National
Advisory Committee Microbiological Criteria in Food Document (NACMCF, 2000).

2.4 Current Good Manufacturing Processes (cGMP)

The Food and Drug Administration (FDA) requires all foods (excluding meat, poultry,
and egg products) to meet the cGMP’s. The cGMP regulations are printed in Title 21 Part
110 of the Code of Federal Regulations (CFR, 2006b). The cGMP regulations are general
sanitation requirements that apply to all foods. They are subdivided into specific plant
requirements. Within Title 21 CFR 110, definitions of food processes and products (Section
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110.3), along with the specific definition of adulteration, are stated. Specific requirements
for plant personnel are found in Section 110.10 and plant and grounds in Section 110.20.
In brief, these specific regulations dictate that plant personnel, plant (building), and
grounds, must be constructed and managed in a sanitary manner so as not to lead to adul-
teration of food processed in the facility. Section 110.35 describes sanitary operation
requirements for the facility, such as required cleaning of food contact and non-food
contact surfaces, cleaners, and sanitizers. Sanitary facilities and controls (Section 110.39)
dictate requirements for sanitary water, plumbing, toilet and hand washing station require-
ments, floor drain requirements, and placement of signs instructing employees in required
hygiene practices.

Design of equipment and utensils (Section 110.40) for food contact are required to be
constructed of non-toxic, corrosive resistant materials. “The design, construction, and use
of equipment and utensils shall preclude the adulteration of food with lubricants, fuel,
metal fragments, contaminated water, or any other contaminants.” Each freezer and cold
storage cooler is required to have a thermometer with an automatic control system or alarm
system if under manual operation. All instruments and controls must be designed and
maintained so as to not adulterate food. Any gases (air, nitrogen, etc.) introduced into the
food or used to clean food contact surfaces or equipment must be appropriately treated so
as to not adulterate the food.

“All operations in the receiving, inspecting, transporting, segregating, preparing, man-
ufacturing, packaging, and storing of food shall be conducted in accordance with adequate
sanitation principles (Section 110.80). Appropriate quality control operations shall be
employed to ensure that food is suitable for human consumption and that food-packaging
materials are safe and suitable. Overall sanitation of the plant shall be under the supervi-
sion of one or more competent individuals assigned responsibility for this function. All
reasonable precautions shall be taken to ensure that production procedures do not con-
tribute contamination from any source. Chemical, microbial, or extraneous-material testing
procedures shall be used where necessary to identify sanitation failures or possible food
contamination”(CFR, 2006b).

All food that has become contaminated to the extent that it is adulterated shall be
rejected, or if permissible, treated or processed to eliminate the contamination. Finished
food products should be stored and transported appropriately so as to protect against
product adulteration or container damage (Section 110.93).

Some foods, when processed under cGMP’s, contain natural or unavoidable defects that
are at low levels and are not hazardous to health. FDA establishes a maximum level of
each defect in a food produced under cGMP’s, called the defect action level (DAL)
(Section 110.110). DAL’s are established as needed and change as new technology and
processing practices become available. DAL’s do not excuse the food from being adul-
terated by noncompliance with cGMP’s, even when its effect produces defects below the
DAL. In addition, the mixing of food exceeding a DAL with food below the DAL is not
allowed. Even if the final product does not exceed the DAL, it would be deemed 
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adulterated (CFSAN, 2001). A complete list of current DAL’s for natural or unavoidable
defects in food for human use that present no health hazard may be obtained upon request
from the Center for Food Safety and Applied Nutrition (HFS-565), Food and Drug Admin-
istration, 5100 Paint Branch Pkwy., College Park, MD 20740.

Note: maximum levels for pesticide residues in raw agricultural products are determined
by the EPA under FIFRA. FDA’s DAL for pesticide residues are EPA’s limits, unless an
allowance for a higher level is made. Many food processes concentrate food products, and
thus pesticides may cause the product to be considered adulterated if the DAL of pesti-
cide residue is exceeded in the finished product. In addition, if the product is a ready-to-
eat product, it may not be blended to lower the pesticide residue. For example, the DAL
for aflatoxin (a carcinogen produced by certain molds) in peanuts and peanut products are
20ppb. A finished peanut or peanut product must contain less than 20ppb aflatoxin if it is
to be sold for human consumption. If the amount of aflatoxin exceeds 20ppm in dry roasted
peanuts, they cannot be sold for human consumption.

Also, these dry roasted peanuts cannot be blended with dry roasted peanuts containing
a lower level of aflatoxin to lower the overall level of aflatoxin. In addition, if peanuts con-
taining less than 20ppb aflatoxin were used to produce peanut butter and the peanut butter
(finished product) had an aflatoxin level above 20ppb then this product could not be sold
for human consumption. Also, this peanut butter could not be blended with peanut butter
containing less than 20ppb aflatoxin to lower the overall concentration below 20ppb.

2.5 Meat Processing

Meat processing includes animals such as beef, pork, chicken, turkey, goat, and other
minor animal species. Responsibility of meat inspection is delegated to the Secretary of
the United States Department of Agriculture (USDA) under the Meat Products Inspection
Act (1906) and Poultry Products Inspection Act (1968). Within the USDA, the enforce-
ment of meat processing regulations is the sole responsibility of the Food Safety Inspec-
tion Service (FSIS). Many states also have (federal equivalent) state inspection programs
that enforce federal food processing regulations (adopted by reference) for products pro-
duced and sold within a state. If a company ships product over state lines, it must be
inspected by federal inspectors.

Federal regulations (FSIS) for all meat processors are listed under Title 9 of the Code
of Federal Regulations (CFR, 2006a). Since 2000, all meat processing facilities are
required to have a written sanitation program and a HACCP program. The goal of the san-
itation and HACCP program is to prevent adulterated product from entering the food
supply. A food is adulterated (as defined under Section 402 of the Federal Food Drug and
Cosmetic Act) if it was produced, packed, or held under unsanitary conditions; or when
an added poisonous or deleterious substance is present if the added substance “may render
it injurious to health” or “bears or contains any food additive which is unsafe.”
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Meat slaughter plants are required by regulation to have an FSIS/state inspector on-site
during processing to ensure the product is being produced in a sanitary manner and no
unfit (diseased or contaminated) meat is being processed. Further meat processing facili-
ties (ready-to-eat meat, hot dogs, hamburger, etc.) are required to have all processed meat
products inspected to ensure the sanitary conditions of the facility and that only whole-
some food products are being produced.

In addition to the required inspection, optional product grading may be requested.
Grading of meat products is done by the U.S. Department of Agriculture’s Agricultural
Marketing Service (AMS) Meat Grading and Services Branch. The grading service is a
voluntary, fee-based service, although required for many customers including hospitals,
schools, and public institutions. Product grading is visual assessment of qualities such as
tenderness, juiciness, and flavor. Quality grades for beef, veal, and lamb are word 
labels such as prime, choice, good, etc. and vary slightly for each product, although 
the grades are based on nationally uniform standards within a product category. Beef 
carcasses are also graded indicating the yield from the carcass. Pork is not graded. Poultry
is graded A, B, or C, where B and C are usually used in further processed products. The
mandatory inspections by the FSIS have no relationship to the AMS voluntary meat
grading service.

Product labels for meat products include the name of the product, ingredients, quantity,
inspection insignia, company’s name and address, and qualifying phrases such as “cereal
added” or “artificially colored.” Product dating is voluntary, but if included must identify
what the date means, stated as “sell by,” “use by,” “best if used before,” or “expiration
date.” The Fair Packaging and Labeling act of 1967 (FTC, 2003) makes it illegal to mislead
or mislabel the product.

Standards of identity for meat products are prescribed by regulation (USDA) so that the
common or usual name for a product can only be used for products of that standard. The
FSIS and FDA collaborate on the standards for meat and meat products. Some are defined
easily in a couple of sentences while others are complicated by involved ingredients, for-
mulations, or preparation processes. For example, the definition of a hotdog (skinless
variety):

“. . . have been stripped of their casings after cooking. Water or ice, or both, may 
be used to facilitate chopping or mixing or to dissolve curing ingredients. The finished
products may not contain more than 30% fat or no more than 10% water, or a combina-
tion of 40% fat and added water. Up to 3.5% non-meat binders and extenders (such 
as non-fat dry milk, cereal, or dried whole milk) or 2% isolated soy protein may be used,
but must be shown in the ingredients statement on the product’s label by its common 
name. Beef franks or pork franks are cooked and/or smoked sausage products made
according to the specifications above, but with meat from a single species and do not
include byproducts. Turkey franks or chicken franks can contain turkey or chicken and
turkey or chicken skin and fat in proportion to a turkey or chicken carcass. Mechanically
separated meat (beef, pork, turkey, or chicken) may be used in hotdogs, and must be so
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labeled. MSM is minced meat paste produced from meat scraps removed from bones
(FSIS, 2002).”

2.6 Shell Eggs

The FDA and agencies of the USDA (FSIS, AMS, APHIS) carry out regulation, safety
efforts, inspection, and grading of eggs in cooperation with each other. The FSIS and FDA
share authority for egg safety. The FDA has authority for shell egg processing facilities,
and the FSIS has responsibility for egg products inspection. The FDA also has responsi-
bility for restaurant and foodservice and is working to strengthen egg handling require-
ments in the Food Code (food service regulations) and to encourage its adoption by states
and local jurisdictions. The FDA and FSIS work together on the Egg Safety Action Plan
to identify the systems and practices that must be carried out to meet the goal of elimi-
nating Salmonella illnesses associated with the consumption of eggs by 2010 (FSIS, 2003).
The USDA works to educate consumers on the safe handling of egg products.

The Animal and Plant Health Inspection Service (APHIS) conducts activities to reduce
the risk of disease in flocks of laying hens. The APHIS administers the voluntary National
Poultry Improvement Plan (NPIP) that certifies that poultry breeding stock and hatcheries
are free of certain diseases. Participation is required for producers that ship interstate or
internationally. The APHIS National Animal Health Monitoring System monitors the
prevalence of Salmonella in layer flocks.

Egg processing facilities are inspected by the FDA under the authority of the Secretary
of Health and Human Services to inspect food manufacturing facilities. Inspections of
premises, facility, inventory, operations, and required records are done as deemed appro-
priate. Shell egg packers are inspected at least once per calendar quarter. In addition, eggs
must be packaged according to the Fair Packaging and Labeling Act.

The U.S. Department of Agriculture’s Agricultural Marketing Service (AMS) adminis-
ters the voluntary egg-quality grading programs for shell eggs paid for by processing
plants. The AMS is responsible for the shell egg surveillance program to assure that eggs
in the marketplace are equal to the assigned grade, by visiting egg handlers and hatcheries
four times per year. The USDA shield on the egg carton means the plant processed the
eggs according to AMS sanitation requirements and that the eggs were graded for quality
and weight. Sanitation regulations require that eggs be washed and sanitized, and each egg
coated with a tasteless natural mineral oil to protect it (AMS, 2006).

State Departments of Agriculture monitor compliance with official U.S. standards,
grades, and weight classes by packers not using the voluntary AMS shell egg grading
service. Eggs monitored by a state agency will not have the USDA shield, but will be
marked with a grade. State and local regulations (quality, condition, weight, quantity,
grade, or labeling) are required to be at least equal to federal regulations and on many
occasions have increased requirements.
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There are three shell egg grades: Grade AA have whites that are thick and firm; yolks
that are high, round, and practically free from defects; clean unbroken shells, and a Haugh
unit measurement above 72. Grade A have the same characteristics as Grade AA except
that the whites are “reasonably firm” and the Haugh unit measurement is above 60. Grade
A is the quality most often sold in stores. Grade B eggs have whites that may be thinner
and yolks that may be wider and flatter than eggs of higher grades. The shells must be
unbroken, but may show slight stains. Grade B eggs are usually used to make liquid,
frozen, and dried egg products. Egg are weighed individually and grouped based on
weight. Egg weights per dozen are identified on the package: Jumbo (30oz per doz), Extra
Large (27oz/doz), Large (24oz/doz), Medium (21oz/doz), Small (18oz/doz), and Peewee
(15oz/doz).

Shell Egg cartons with the USDA shield must display the pack date in a three digit code
starting with January 1 as 001 through December 31 as 365. Eggs are labeled with a “sell
by” or expiration date. Labels on egg cartons must state that refrigeration is required.
Labels are not required to show origin of product, but individual states have the author-
ity to require name, address, and license number of processor or packer to be included. In
2000, the FDA ruled that shell eggs be stored and transported at refrigeration temperatures
not greater than 45°F (FDA, 2000).

The U.S. Department of Commerce under the Sanitary Food Transportation Act (1990)
(FDA, 2002) requires that all vehicles dedicated to transporting food must transport only
food.

2.6.1 Egg products

The FSIS is responsible for enforcement of the 1970 Egg Product Inspection Act (EPIA)
(FSIS 2006c). Egg products are defined as eggs that have been removed from the shell for
processing. The EPIA requires that a federal inspector provides direct inspection of egg
products and additional inspection prior to entering commerce. EPIA requires that all egg
products be pasteurized.

2.7 Seafood Processing

The term “fish” includes all fresh or saltwater finfish, molluscan shellfish, crustaceans,
and other forms of aquatic animal life. Birds are specifically excluded from the definition
because commercial species of birds are either nonaquatic or, as in the case of aquatic
birds such as ducks, regulated by the USDA. Mammals are also specifically excluded
because no aquatic mammals are processed or marketed commercially in the United States.

Fishery products must comply with the Federal Food, Drug and Cosmetic Act as amended
and the Fair Packaging and Labeling Act, as well as the Low-Acid Canned Food (LACF)
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program and the Seafood HACCP regulations (CFSAN, 2005a). Seafood HACCP consid-
erations include many and various concerns related to specific species, pathogens from
harvest area, parasites, natural toxins, decomposition-related hazards, environmental con-
taminates, pathogen growth and formation due to inadequate processing, allergens, etc.

The FDA provides in-plant inspections quarterly for most seafood processors to ensure
compliance with Seafood HACCP and GMP’s. FDA reviews also examine economic/fraud
issues (CFSAN, 2002a). The FDA conducts risk assessments and periodical lab evalua-
tions through the Center for Food Safety and Applied Nutrition (CFSAN). They analyze
for a vast array of defects including chemical contaminants, decomposition, net weight,
radionuclides, various microbial pathogens, food and color additives, drugs, pesticides,
filth, and marine toxins such as paralytic shellfish poison.

The FDA has the authority to detain or temporarily hold food being imported into the
United States while it determines whether the product is misbranded or adulterated. The
FDA has the authority to set tolerances for man-made contaminants, except for pesticides,
which are set by the EPA. The FDA also regulates the use of food and color additives 
in seafood and feed additives and drugs in aquaculture. FDA has regulations for food 
plant sanitation (GMP’s), standards of identity, and common or usual names for food 
products.

The FDA conducts mandatory surveillance and enforcement inspections of domestic
seafood harvesters, growers, wholesalers, warehouses, carriers, and processors. The FDA
provides financial support by contract to state regulatory agencies for the inspection of
food plants, including seafood. The FDA also provides technical assistance and training
to the states through its State Training and Information Branch and conducts training
through its Education and Training Staff. The CFSAN provides assistance to industry and
the consuming public. The FDA provides extensive technical assistance in seafood safety
and sanitation to foreign governments through the World Food and Agriculture Organiza-
tion (FAO) and the United Nations.

There are two specific regulatory programs: the Salmon Control Plan and the National
Shellfish Sanitation Program (NSSP) (CFSAN, 2003) recently augmented by the Interstate
Shellfish Sanitation Conference (ISSC). These are voluntary programs involving the 
individual states and the industry. The Salmon Control Plan is a voluntary cooperative
program among the industry, FDA and the Food Products Association (FPA). The plan is
designed to eliminate over-processing, improve plant sanitation, and to improve product
quality in the salmon canning industry.

The NSSP provides for the sanitary harvest and production of fresh and frozen mol-
luscan shellfish. It is administered through the FDA and participants include the 23 coastal
shellfish producing states and 9 foreign countries. The National Shellfish Sanitation
Program Manual of Operations covers things such as the proper evaluation and control of
harvest waters and a system of product identification that enables trace back to harvest
waters. Imported shellfish products into the United States are regulated by the FDA. The
FDA negotiates Memorandums of Understanding (MOU) with each foreign government
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to ensure that molluscan shellfish products exported to the United States are produced in
an equivalent manner to U.S. products.

2.8 Fruits, Vegetables, and Nuts

The U.S. Department of Agriculture’s Agricultural Marketing Service (AMS) adminis-
ters grading programs of fruits, vegetables, and nuts in cooperation with state regulatory
agencies under the Agricultural Marketing Act of 1946 (AMS, 2005). Grading is volun-
tary, except when required by specific laws, regulations, or government contracts. Grading
services provide buyers and sellers with an objective, third-party evaluation of a product’s
quality and condition. Grading is performed according to U.S. Grade Standards. Factors
such as product color, maturity, sugar and acid content, size, and defects help determine
a product’s grade. More than 300 standards have been developed for fresh and processed
fruits, vegetables, nuts, and related products. For example, the State of Texas has pub-
lished their grading requirements for tomatoes and other fruit (State of Texas, 2006).

The AMS also administers the Perishable Agricultural Commodities Act of 1930
(PACA), a law that prohibits unfair and fraudulent practices in the U.S. produce industry.
Most traders of fresh or frozen fruits and vegetables are required to maintain a valid PACA
license, which is issued by the AMS.

The AMS oversees the operations of research and promotion boards by industry per-
sonnel to ensure they work in the best interest of their grower and handler constituents.
Research and promotion programs aim to expand markets for specific commodities on a
national basis. Examples of existing programs include blueberries, honey, mushrooms,
peanuts, popcorn, potatoes, and watermelons.

The AMS also administers fruit and vegetable marketing orders, which allow growers
of agricultural products the authority to work together to develop dependable markets for
their products. These groups of growers have the ability to establish minimum quality stan-
dards to keep inferior products from depressing markets, using research and promotion
projects, and applying volume controls to stabilize the short-term rate of commodity 
shipments or allocate supplies between primary and secondary outlets. Currently, there 
are 35 marketing orders in effect for fruits, vegetables, and related crops, covering 31 
commodities grown in 20 states.

2.9 Beverages

2.9.1 Alcoholic beverages

Beer, wine, liquors, and other alcoholic beverages are subject to the Federal Alcohol
Administration Act (FAAA) of 1936 (Title 27 chapter 8) (U.S. Code, 2002). The FAAA
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is administered by the Department of the Treasury Alcohol and Tobacco Tax and Trade
Bureau (TTB) and the Department of Justice and the Bureau of Alcohol, Tobacco, Firearms
and Explosives (ATF). The TTB collects taxes and helps to ensure that alcohol beverages
are produced, labeled, advertised, and marketed in compliance with federal law to protect
the consumer and to protect revenue (TTB, 2006). The ATF regulates the qualification and
operations of distilleries, wineries and breweries, as well as importers and wholesalers.
The ATF National Laboratory Center tests products to ensure that all regulated ingredi-
ents are within legal limits in order to protect the consumers from identifiable health risks
in accordance with FDA recommendations. The ATF Labeling and Formulation Division
examines all label applications to ensure labels do not contain misleading information and
adhere to all regulatory mandates. CFR Title 27 part 16 contains the Alcohol Beverage
Health Warning Statement (ATF, 2006b).

Sanitation and deleterious substances in alcoholic beverages are under the jurisdiction
of the FDA. All cooking wines, diluted wine beverages, and cider beverages with less than
7% alcohol by volume are also under the jurisdiction of the FDA: Compliance Policy
Guide (CPG) 7101.05 labeling diluted wines and cider with less than 7% alcohol; CPG
7101.04 labeling dealcoholized wine and malt beverages; CPG 7120.10 use of synthetic
alcohol in foods (FDA, 2005).

2.9.2 Carbonated beverages

The manufacture of carbonated beverages is covered under cGMP’s. In addition, the
beverages must adhere to FDA regulations for ingredients, flavors, and colors (ingredi-
ents, flavors, and colors in soft drinks are used in other foods); water (soft drinks are at
least 90% water), and labeling. The water used in soft drinks far exceeds FDA standards
for water because the trace elements allowed in water can affect the taste of the soft drink,
so manufacturers use sophisticated filtrations systems. It should be mentioned that in
certain carbonated beverages, where sodium benzoate and ascorbic acid (Vitamin C) are
included, breakdown of sodium benzoate can occur and benzene can be created. Benzene
is a known carcinogen. The FDA currently does not have limits on benzene allowances in
carbonated beverages, but EPA has a maximum contaminant level of 5ppb in drinking
water (EPA, 2006).

2.9.3 Bottled water

Bottled water is regulated by the FDA under the FFDCA as a food. The FDA regula-
tions include standards that meet all EPA regulations for potable water. Manufacturers are
required to use cGMP’s and follow specific bottled water GMP’s. Manufactures are also
responsible for producing safe, wholesome, and truthfully labeled products complying
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with all applicable food regulations. Specific regulations for bottled water are in Title 21
of the Code of Federal Regulations: 21 CFR 165.110a standards of identity for spring
water and mineral water; 21 CFR 165.110b establishes allowable levels for contaminates
that are as stringent as the EPA standards for public water supplies; 21 CFR 129 estab-
lishes GMP for processing and bottling drinking water; 21 CFR 101 labeling regulations;
and 21 CFR 110 cGMP’s regulations for foods also apply to bottled water.

Bottlers must have source approval, provide source protection, and do source monitoring
on a continuing basis. Bottlers must submit a sample for testing chemical, physical, and radi-
ological parameters annually. Samples must be tested for bacteria at least weekly, although
many bottlers do in-house tests daily, including bacterial analysis, physical and chemical
parameters, dissolved solids, pH, turbidity, color, and conductivity. The bottled water indus-
try must also comply with state standards and trade association standards for International
Bottled Water Association (IBWA) members. IBWA standards are more stringent in some
cases than the federal standards and the IBWA works with the FDA and state governments.
Importers must meet the standards of their own country as well as all U.S. regulations.

If the source for the bottled water is a community or municipal water system, it must
be stated on the label unless it is further subjected to distillation, deionization, or reverse
osmosis. The EPA regulates all community and municipal water systems.

GMP regulations for the processing and bottling of drinking water (21 CFR 129) require
bottled water be safe and processed, bottled, held, and transported under sanitary condi-
tions. Processing regulations include protection from contamination, sanitation of the 
facility, quality control, and sampling and testing of source and final product for microbi-
ological, chemical, and radiological contaminates. Bottlers are required to maintain source
approval and testing records for inspectors. The FDA monitors and inspects bottled water
products and processing plants under its general food safety program, not a specific bottled
water program.

Standards of identity and quality in 21 CFR 165.110a describe “bottled water” and
“drinking water” as water intended for human consumption sealed in containers with no
added ingredients except safe and suitable antimicrobials and fluoride within limits set 
by the FDA. The FDA has also defined different types of bottled water including: 
“artesian water,” “artesian well water,” “ground water,” “mineral water,” “purified 
water,” “sparkling bottled water,” and “spring water.”

2.9.4 Fruit and vegetable juices

After outbreaks in 1996 (E. coli in unpasteurized apple juice) and 1999 and 2000 (Sal-
monella in unpasteurized orange juice), the FDA ruled that juice processors must use
Hazard Analysis and Critical Control Point (HACCP) principles for juice processing. The
HACCP regulation applies to juice products sold as or used in beverages in both interstate
and intrastate commerce. In addition, all juice processors must comply with (cGMP).
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Processors are required to use processes that achieve a 5-log, or 100,000-fold, reduc-
tion in the numbers of the most resistant pathogen (e.g., E. coli, Salmonella, cryp-
tosporidium parvum) in their finished products compared to levels that may be present in
untreated juice. Juice processors may use microbial reduction methods other than pas-
teurization, including approved alternative technologies (such as the recently approved UV
irradiation technology) or a combination of techniques. Citrus processors may opt to apply
the 5-log pathogen reduction on the surface of the fruit, in combination with microbial
testing to assure that this process is effective. Processors making shelf-stable juices or con-
centrates that use a single thermal processing step are exempt from the microbial hazard
requirements of the HACCP regulations.

The guidance document and the first edition of the Juice HACCP Training Curriculum
are available on-line (NCFST, 2003).

Juice used as in ingredient in foods other than beverages (e.g., fruit flavored candy) does
not have to comply with HACCP regulations. Juice concentrates intended for uses such
as flavorings or sweeteners are not included because they are not used in beverages.

Fruit and vegetable purees or pulp used as ingredients in beverages must comply. There
is a retail exemption for providing directly to consumers. A retailer does not sell or dis-
tribute to other business entities, for example, a juice bar or produce stand. Imports and
exports must comply.

For more specific information see: Title 21 part 146 specific juices; Title 21 part 73.250
fruit juice color additives; Title 21 part 110 GMP’s.

2.9.5 Pasteurization

The process of pasteurization was named after Louis Pasteur who discovered that
spoilage organisms could be inactivated in wine by applying heat at temperatures below
its boiling point. Pasteurization has historically been defined only in certain foods such as
milk, fruit juices, and liquid egg products and treatment requirements vary between indi-
vidual foods. Historically, the parameters for pasteurization in these designated products
have been defined as heat treatments sufficient to remove specified pathogenic organisms.
For example, minimum temperature and time requirements for milk pasteurization are
based on thermal death time studies for Coxelliae burnettii, the most heat resistant
pathogen found in milk. Therefore, time-temperature treatments approved for milk (pas-
teurized) produces a 5-log reduction in C. burnettii using an approved heat treatment. For
fruit juice, “under the [Juice HACCP] rule, the 5-log reduction must be targeted to the
‘pertinent pathogen.’ The ‘pertinent pathogen’ is the most resistant microorganism of
public health concern that may occur in the juice. The pertinent pathogen may vary with
the type of juice and the type of treatment used, though typically it would be Salmonella
or E. coli O157:H7.”
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With the passing of the 2002 Farm Bill (Farm Security and Rural Investment Act), the
FDA was/is required to review (by petition) alternative food processing technologies for
their equivalence to pasteurization, and make a determination of the appropriateness of
the “pasteurization” label. At this time, no additional guidance has been published by the
FDA regarding its planned expansion of the definition of pasteurization to include alter-
native, non-thermal technologies.

2.9.6 Milk and milk products

One of the FDA’s responsibilities under the FFDCA is the regulation of foods shipped
in interstate commerce, including milk and milk products. The National Conference on
Interstate Milk Shipments (NCIMS) is a voluntary organization directed and controlled by
the member states and open to all persons interested in its objective of promoting the avail-
ability of a high-quality milk supply. It is governed by an Executive Board whose members
include representatives from state departments of health and agriculture, the FDA, the U.S.
Department of Agriculture, and industry. Through these collaborative efforts, the NCIMS
have developed a cooperative, federal-state program (The Interstate Milk Shipper
Program) to ensure the sanitary quality of milk and milk products shipped interstate. The
program is operated primarily by the states, with the FDA providing varying degrees of
scientific, technical, and inspection assistance as provided by FDA Publication No. 
72-2022, “Procedures Governing the Cooperative State-Public Health Service/Food and
Drug Administration Program for Certification of Interstate Milk Shippers” (Procedures
Manual).

The Interstate Milk Shippers Program relies upon the Grade A Pasteurized Milk Ordi-
nance (PMO) and related technical documents referred to in the Procedures Manual for
sanitary standards, requirements, and procedures to follows to ensure the safety and whole-
someness of Grade A milk and milk products. The PMO is the basic standard used for the
certification of interstate milk shipments in all 50 states. The PMO is incorporated by 
reference in federal specifications for procurement of milk and milk products and widely
recognized as a national standard for milk sanitation. Grade A Pasteurized Milk 
Ordinance is:

“An ordinance to regulate the production, transportation, processing, handling, sampling, exami-
nation, labeling, and sale of Grade A milk and milk products; the inspection of dairy farms, milk
plants, receiving stations, transfer stations, milk tank truck cleaning facilities, milk tank trucks and
bulk milk hauler/samplers; the issuing and revocation of permits to milk producers, bulk milk
hauler/samplers, milk tank trucks, milk transportation companies, milk plants, receiving stations,
transfer stations, milk tank truck cleaning facilities, haulers, and distributors; and the fixing of penal-
ties” (CFSAN, 2002b).

Milk and milk products intended for interstate sale are subject to the Interstate Con-
veyance Sanitation regulations. State and local regulations vary regarding sale of milk
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products, such as who can purchase unpasteurized milk from a dairy farm. Sources of
Grade A milk and milk products intended for use on interstate conveyances are subject to
the Interstate Conveyance Sanitation regulations (21 CFR 1250). They are considered
approved for purposes of 21 CFR 1250.26, if they have a state or local permit, are under
the routine inspection of a state or local regulatory agency, and meet the provisions of the
Procedures Manual.

2.10 Canned Foods

Canned foods (hermetically sealed containers) have specific regulatory requirements
with the exception of alcoholic beverages and carbonated beverages. These requirements
vary depending on the classification of the food product. Canned foods are classified into
four categories depending on pH and water activity under the FFDCA: acid, acidified, low
acid, and exempt (CFSAN, 2006). Water activity is the amount of free water available to
support bacterial growth and ranges from 0 to 1.0. If the finished food has a water activ-
ity less than 0.85 the food is considered exempt from these acid regulations. Most common
foods (meat, fruit, vegetables) have a water activity between 0.90 and 1.0. Adding salts
and sugars can lower water activity. However, all foods must still be processed under
cGMP’s and apply appropriate food labeling regulations. Every processing facility that
processes low-acid or acidified food products must be registered with the FDA (FDA Form
2541). The official process for each product container combination must also be filed (FDA
Form 2541a) and signed by a process authority.

Low-acid canned foods (LACF) are those with a pH greater than 4.6 and a water activ-
ity greater than 0.85. Many foods (meats and vegetables) fit this category. Federal regu-
lations require that processors register and file processing information with the FDA LACF
Registration Coordinator and must comply with mandatory provisions of 21 CFR 108,
110, 113, and 114.

Acidified foods are defined as those low-acid foods, which have had their pH reduced
to 4.6 or below by the addition of acids or acid foods. Examples include pickles, relishes,
pickled vegetables (beets, cauliflower, etc.), salsa, and barbecue sauces. Any product that
uses a combination of vinegar or other acid, acid foods (e.g., tomatoes, tropical fruits,
peppers) is an acidified food. According to 21 CFR 114.80(a)(1) all acidified foods “. . .
shall be thermally processed to an extent that is sufficient to destroy the vegetative cells
of microorganisms of public health significance and those of non-health significance
capable of reproducing in the food under the conditions in which food is stored, distrib-
uted, retailed, and held by the user.” Official processes for acidified foods include
maximum pH as well as thermal processes. The thermal processes methods are often
described as “hot fill/hold” or “hot water bath/steam bath.”

Acid Foods are foods that have a natural pH of 4.6 or below. “Natural pH” means the
pH prior to processing. However, if a processor receives an acid food (including fermented
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foods with a pH of 4.6 or below) and during processing allows the pH to rise above 4.6
(through washing, lye peeling, etc.) and then adds an acid or acid food to reduce the pH
to 4.6 or below, that product would be considered an acidified food. Thus, it would need
to meet 21 CFR 114.80 (see above).

2.11 Foodservice/Restaurants

Restaurants and food service establishments that only prepare and serve food (no man-
ufacturing) directly to consumers are not considered food processors. They are regulated
by the FDA and usually inspected by state and local authorities under Memorandums of
Agreement with the FDA. Many states and territories have used the Food Code as a basis
for their regulations. An example of the requirements for restaurants and foodservice estab-
lishments can be found for the City of Austin, Texas. (Austin-Travis County, TX, 2006).
The FDA publishes the Food Code every four years with 2005 being the most recent
(CFSAN, 2005b). The Food Code is a model that assists food control jurisdictions at all
levels of government by providing them with a scientifically sound technical and legal
basis for regulating the retail and food service segment of the industry (restaurants, grocery
stores, and institutions such as nursing homes). Local, state, tribal, and federal regulators
use the FDA Food Code as a model to develop or update their own food safety rules and
to be consistent with national food regulatory policy.

The Association of Food and Drug Officials (AFDO) reported in June 2005, that 48 out
of 56 states and territories have adopted food codes patterned after one of the five ver-
sions of the Food Code, beginning with the 1993 edition. Those 48 states and territories
represent 79% of the U.S. population.

2.12 Export Foods

The inspection process for imported foods has changed considerably in the last five
years with the passage of The Public Health Security and Bioterrorism Preparedness and
Response Act of 2002. Inspection of imported foods into the United States became the
responsibility of the U.S. Customs and Border Protection (CBP) under the Department of
Homeland Security in 2003. Memorandum of Agreements between FSIS, APHIS, AMS,
FDA, and CBP explain who has inspection responsibility based on the type of food or
animal being exported or imported, and tariff/duty fee collection.

Food imported or exported from the United States requires treaties between countries.
In developing these treaties, FSIS and FDA representatives work with the Department of
State, Department of Commerce, Department of Homeland Security, and Congress to
ensure that adequate consideration is given to safety of food being imported or exported.
Once treaties have been established, Memorandum of Agreements (MOA) are created
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between the FSIS or FDA and the food safety agency counterpart in the foreign 
country regarding inspection criteria for imported or exported product. For example,
poultry products being exported to Russia must meet Russian export require-
ments (FSIS, 2006d). Russia and the FSIS have agreed to these criteria and FSIS 
inspectors will inspect and certify (certificate of export) that poultry was produced 
according to Russian requirements. Russian requirements may be different than U.S.
requirements for poultry. These agreements are reviewed annually and renegotiated as
appropriate.

The U.S. Department of Agriculture Animal and Plant Health Inspection Service
(APHIS), Veterinary Services (VS) oversees the exportation of live animals and animal
products and issues health certificates on the condition of the original animal. The USDA,
AMS, and FDA are the agencies primarily responsible for the certification of dairy prod-
ucts exported for human consumption. For aquaculture and fish products, the U.S. Depart-
ment of Commerce, National Oceanic and Atmospheric Administration is the primary
agency responsible for providing certification for fish meal, fish oil, and certain other
seafood products. The FDA also certifies seafood products, such as blocks of frozen fish.
As a recognized authority for exports to European Community member countries, APHIS
can provide export background information and certification endorsement for some types
of aquacultured fish, shellfish, or other products.

Food regulated by the FDA requires a Certificate of Export indicating that the FDA
regulates the product and the company is not under any enforcement action (CFSAN
2002c). In addition, a shipper’s export declaration form must be filed with the U.S. 
Bureau of Customs and Border Protection. AMS has responsibility to provide organic 
certification of exported products, laboratory testing to certify products for export, and
quality grading of exported food. USDA Grain Inspection, Packers and Stockyards 
Administration (GIPSA) administers the U.S. Grain Standards Act and certifies all grain
being exported or imported. In addition, they register all grain companies.

Alcoholic beverages imported or exported must meet the requirements of the Federal
Alcohol Administration Act. These federal requirements are enforced by the Bureau of
Alcohol, Tobacco, and Firearms (ATF, 2006a).

2.13 Imported Foods

Cooperative Agreements between the CBP, FDA, and USDA ensure inspection of 
all food, plants, animals, and their respective products entering the United States. 
Companies importing food into the United States must provide prior notice (excluding
meat, poultry, and eggs) to the FDA for shipment inspection before any food product enters
the United States. FDA receives approximately 170,000 prior reviews each week (CFSAN,
2005c).

36 Introduction to Food Engineering



Specific information required in the prior notice includes (CFSAN, 2005d):

• The complete FDA product code;
• The common or usual name or market name;
• The trade or brand name, if different from the common or usual name
• or market name;
• The quantity described from smallest package size to largest container;
• The lot or code numbers or other identifier of the food, if applicable;
• The manufacturer;
• All growers, if known;
• The country from which the article originates;
• The shipper;
• The country from which the article of food was shipped;
• The anticipated arrival information;
• Information related to U.S. Customs entry process;
• The importer, owner, and consignee; and
• The carrier.

The FSIS has the statutory authority to require countries/companies that produce 
meat and poultry products for import to the United States have equivalent food safety
systems. While foreign food regulatory systems need not be identical to the U.S. system,
they must employ equivalent sanitary measures that provide the same level of protection
against food hazards as is achieved domestically. The FSIS determines equivalency by
performing records review, on-site inspection visits, and port-of-entry inspections. In 
addition, all meat, poultry, and egg products must meet FSIS labeling requirements. 
The FSIS has responsibility for inspection of imported shell eggs from all countries.
However, a memorandum of understanding allows AMS to conduct these tasks on behalf
of FSIS.

The FDA does not have statutory authority to require countries shipping food (exclud-
ing meat, poultry, and egg products) to have equivalent food safety systems. The FDA
periodically inspects individual producers of imported U.S. foods during the year. FDA
inspectors require that foods meet U.S. food regulations (e.g., cGMP’s). In addition, all
food companies importing acidified or low-acid food into the United States must obtain,
prior to shipping food, a canning establishment number and have an approved process on
file with the FDA (FDA, 2006c).

APHIS National Center of Import and Export has responsibility to monitor the health
of animals presented at the border and regulate the import and export of animals, animal
products, and biologics.

For further questions on importing or exporting foods, contact the Foreign Agricultural
Service (FAS). They assist companies in completing paperwork and direct them to appro-
priate regulatory agencies for permits, reviews, and certificates of export (FAS, 2006).
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2.14 Organic Food Processing

Organic foods have averaged 17% growth for the past ten years, with total sales esti-
mated at 14 billion dollars (2005 data) (OTA, 2006). For most foods, organic versions cost
one to three times more than non-organic. With increasing demand, there was a need to
develop federal requirements for labeling organic foods. On October 21, 2002 the National
Organic Standards (NOS) became law (Federal Register, 2000). The NOS are adminis-
tered by the USDA Agricultural Marketing Service. The NOS defines requirements for
food to be labeled “organic.”

The term “organic” refers to self-sustaining practices based on natural processes. For
example, in organic crop farming integrated pest management is used to control pests
rather than manufactured (synthetic) insecticides. For plant nutrients, animal manur, or
crop rotation are used instead of manufactured (synthetic) fertilizers. Organic farming is
a holistic approach where inputs and outputs (harvested crops) are managed with a goal
to enhance the environment and provide economic sustainability.

In theory, an organic food processor must follow this same principle. However, it is dif-
ficult to clearly establish an equivalent food process comparable to “organic” production
practices. In order for a processor to be certified organic, he/she must follow the NOS and
be inspected by an accredited certifying agent (AMS, 2006). Within the NOS, there is a
National List of Allowed and Prohibited Substances. The NOS specifically prohibits irra-
diated foods and foods produced from genetically modified organisms being labeled
“organic.” A processor can only label a product “organic” if it contains a minimum 95%
organic food and 5% allowed ingredients. In addition, an organic food processing facility
must maintain the organic integrity of the product. It can not contact non-organic food or
packages. For example, slaughtered, organic beef must be identified and traceable through-
out the facility. In addition, no commingling of organic and non-organic is allowed during
processing, storage, or transport. The organic food must be produced in a sanitary manner,
equivalent to the non-organic food.

Certified organic processing facilities and products must comply with all state and
federal food safety regulations. Written records must be kept documenting all organic food
processes. Annual inspections are required of all processors using the organic label.
Organic processing should strive to retain the nutritional value of food. For example,
organic Rice Krispies are made with cane juice instead of high fructose corn syrup. Phys-
ical and biological processes are preferred over chemical methods, the intent being to
produce a food that is equivalent to one produced in a home kitchen. Organic foods cannot
contain artificial coloring or artificial preservatives.

There are three categories of “organic” food as defined in the NOS. Foods containing
100% organic ingredients can be labeled “100% organic.” This label implies only organic
ingredients and organic processing aids are present in the product. The “organic” label
allows only foods containing 95% or more organic ingredients and a maximum 5%
approved ingredients (non-organic) in the product. Finally, food labeled “made with
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organic” must contain 70% or more organic ingredients (AMS, 2006). Foods labeled as
“organic” or “100% organic” may display the USDA Organic Seal.

Since the National List of Allowed and Prohibited Substances is continuously updated,
it is recommended that food processors contact a certifying agent prior to commencing
organic processing, in order to ensure compliance. Further information on the National
Organic Standards can be found at the following websites:

USDA AMS: Accredited Certifying Agents
http://www.ams.usda.gov/nop/CertifyingAgents/Accredited.html

USDA AMS: National Organic Program
http://www.ams.usda.gov/nop/indexIE.htm

Organic Trade Association
www.ota.com

International Federation Organic Agricultural Movements
http://www.ifoam.org/

2.15 Conclusions

Food regulations in the United States are a patchwork of federal agencies based on a
100 years of history. For the food process engineer, it is difficult to become an expert in
food law, and detailed focus should be given to areas of greatest priority. Prior to initiat-
ing any formal work in building, testing, or evaluating a “new” piece of equipment, contact
should be made with the appropriate federal agency(ies) depending on what food will be
processed, handled, or packaged. This agency will be able to provide guidance regarding
what procedures need to be followed and designated responsibilities for regulatory agency
and equipment manufacturer. In closing, it should be stated that the existing U.S. food
safety system, while far from perfect, does provide for high-quality and safe foods to be
enjoyed by the consumer. The open, decision-making process, based on scientific knowl-
edge, is seen as a role model by many countries.
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3 Food Safety Engineering
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The Ohio State University, Columbus, OH, USA

3.1 Introduction

Over the past few decades, food safety has been a high priority for the U.S. food indus-
try, regulatory agencies, and the public. Providing a safe food product is a complex process
requiring proper control throughout the entire food production and consumption chain
(IFT, 2002; Jaykus et al., 2004). The U.S. food supply is among the safest in the world.
However, despite great achievements in the area of microbiological food safety, much
remains to be done (IFT, 2002). Everyone in the farm-to-fork system shares the responsi-
bility for food safety. The increased awareness and concern of food safety have led to 
continuous development in novel processing technologies and detection methods. The
advances in engineering, microbiology, chemistry, and other disciplines have brought
tremendous improvements in food safety and quality. These advances, for example, raised
the criteria for food safety, in relevance to toxicants, from parts per million to parts per
billion levels. Food safety engineering is an emerging specialization involving the 
application of engineering principles to address microbial and chemical safety challenges.
The principles can be applied in the development of intervention technologies for food
decontamination and preservation. Engineering principles integrated with microbiology
and chemistry concepts hold great potential in developing non-conventional solutions to
imminent food safety problems. Safety breaches can develop during production, pro-
cessing, storage, and distribution of food. Food safety engineering principles can be
applied in:

• control of microorganisms at the food source and in raw material selection;
• product design and process control;
• application of Good Hygienic/Manufacturing Practices (GHPs/GMPs); and
• implementation of the Hazard Analysis and Critical Control Point (HACCP)

system throughout the food chain (FAO/WHO, 2001; ICMSF, 2002).

This chapter will provide a review on the current status of various novel intervention
and detection technologies and highlight the importance of applying engineering 
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principles to solve food safety problems. Due to the multidisciplinary nature of food safety
engineering and space constraints of this chapter, the intervention technologies and detec-
tion methods discussed here should be considered as illustrative examples for food safety
engineering and not necessarily a comprehensive review of the subject.

3.2 Intervention Technologies

Conventional food processing methods relied on thermal treatment to kill/inactivate
microbiological contaminants. Unfortunately, thermal processing induces physical and
chemical changes in the food. Chemical preservatives and naturally occurring antimicro-
bial compounds also have been used extensively for food preservation (Brul and Coote,
1999). Over the last two decades, a number of alternative non-thermal intervention tech-
nologies have evolved, specifically to address microbial contamination and satisfy con-
sumer demand for “fresh,” minimally processed foods.

3.2.1 Novel non-thermal intervention technologies

An expert panel, assembled by the Institute of Food Technologists (IFT), comprehen-
sively reviewed a number of emerging alternative technologies (IFT, 2000). The panel rec-
ommended that researchers identify pathogens of public health concern that are most
resistant to various technologies, and suggested ways to validate the effectiveness of these
technologies against microbial contaminants. Many of these technologies are in transition
from the pilot-plant research stage to the real world of commercial food processing and
expected to play an increasing role in food processing in the future.

3.2.1.1 High Pressure Processing

High Pressure Processing (HPP) is a method whereby food is subjected to elevated pres-
sures (up to 700MPa), with or without the addition of heat, to achieve microbial inacti-
vation or to alter the food attributes in order to achieve consumer-desired qualities (Cheftel
and Culioli, 1995; Farkas and Hoover, 2000; Ramaswamy et al., 2004; Smelt, 1998). HPP
retains food quality, maintains natural freshness, and extends the microbiological shelf life
of the food. The process is also known as high hydrostatic pressure processing (HHP) and
ultra high-pressure processing (UHP). HPP can be used to process both liquid and solid
foods. Foods with a high acid content are particularly good candidates for HPP technol-
ogy. Examples of high-pressure processed products commercially available in the United
States include fruit smoothies, guacamole, ready meals with meat and vegetables, oysters,
ham, chicken strips, fruit juices, and salsa. Low-acid, shelf-stable products such as soups
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are not commercially available yet because of the limitations in killing spores with pres-
sure treatment alone. This is a topic of current research.

Pressure acts equally at all points of the product in contrast to the thermal treatment,
which is associated with large temperature gradients resulting in heat-induced changes
such as, denaturation, browning, or film formation (Cheftel and Culioli, 1995). Pressure
treatments, with pressures between 200 and 600MPa, are effective in inactivating most of
the vegetative microorganisms (Table 3.1). Microorganisms in exponential phase growth
are more pressure sensitive than those in stationary phase and Gram-positive organisms
are more resistant than Gram-negatives. Reports indicate that HPP can also be success-
fully used as an intervention against hepatitis A virus in oysters and noroviruses (Bricher,
2005a; Calci et al., 2005). Studies on the efficacy of HPP on spore inactivation have shown
that bacterial spore inactivation requires a combination of elevated pressures and moder-
ate temperatures. To date, only a limited number of Clostridium botulinum strains have
been tested. Non-proteolytic type B spores appear to be the most pressure resistant spore-
forming pathogens found to date (Balasubramaniam, 2003; Okazaki, et al., 2000; Reddy
et al., 2003). Among the endospore formers, Bacillus amyloliquefaciens produces the most
pressure resistant foodborne spores found to date (Margosch et al., 2004a; Rajan et al.,
2006a).

3.2.1.2 Pulsed electric field processing

Destruction of microorganisms by pulsed electric field processing (PEF) is achieved 
by the application of short high-voltage pulses between a set of electrodes causing 
disruption of microbial cell membranes (Devlieghere et al., 2004). PEF processing
involves treating foods placed between electrodes with high voltage pulses in the order 
of 20–80kV/cm (in the µs range). Zhang et al. (1995) details the engineering aspects of 
pulsed electric field pasteurization. Currently the technology is primarily applicable 
for pumpable food products. Many vegetative cells of bacteria, molds, and yeasts are 
inactivated by the PEF technology. Bacterial spores, however, are not inactivated (Butz
and Tauscher, 2002). Gram-positive bacteria tend to be more resistant to PEF than are
Gram-negatives, while yeasts show a higher sensitivity than bacteria (Devlieghere et al.,
2004).

The short, high-voltage pulses breaks the cell membranes of vegetative microorganisms
in liquid media by expanding existing pores (electroporation) or creating new ones (Heinz
et al., 2001; Vega-Mercado et al., 1997). Pore formation is reversible or irreversible
depending on factors such as the electric field intensity, the pulse duration, and number of
pulses. The membranes of PEF-treated cells become permeable to small molecules, per-
meation causing swelling and eventual rupture of the cell membrane. The numerous crit-
ical process factors, broad experimental conditions, and diversity of equipment make it
difficult to define precisely the processing parameters essential for microbial inactivation.
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Table 3.1 Application of High Pressure Processing for Microbial Inactivation in Different
Foods

Microorganism Treatment Log Substrate Reference
(Pressure, MPa; Reduction

Temperature, 
°C; Time, Min)

Vegetative bacteria
Campylobacter jejuni 300, 25, 10 6 Poultry Patterson, 2004
C. jejuni 400, 25, 10 6 Pork Shigehisa et al., 1991
Escherichia coli 350, 40, 5 >8 Juices Bayindirli et al., 2006

O157 :H7
E. coli O157 :H7 475, 40, 8 2 Alfalfa Ariefdjohan et al., 2004
Listeria innocua 400, 20, 20 5 Beef Carlez et al., 1993
Salmonella enterica 350, 40, 5 >8 Juices Bayindirli et al., 2006
Salmonella Typhimurium 400, 25, 10 6 Pork Shigehisa et al., 1991
Staphylococcus aureus 500, 50, 15 >4 Caviar Fioretto et al., 2005
Vibrio parahaemolyticus 170, 23, 10 >5 Cheese Patterson, 2004
Yersinia enterocolitica 400, 25, 10 6 Pork Shigehisa et al., 1991

Spore-forming bacteria
Alicyclobacillus 621, 90, 1 6 Apple Lee et al., 2002

acidoterrestris
Bacillus cereus 600, 60, 10 7 Milk van Opstal et al., 2004
Bacillus 600, 90, 40 >5 Cocoa Ananta et al., 2001

stearothermophilus
B. stearothermophilus 600,120,20 >6 Broccoli Ananta et al., 2001
B. stearothermophilus 700,105, 5 >4 Egg patties Rajan et al., 2006b
Clostridium botulinum 600, 80, 16 >4 Carrot Margosch et al., 2004b
C. botulinum 827, 75, 20 3 Crabmeat Reddy et al., 2003
Clostridium sporogenes 800, 90, 5 >5 Broth Patterson, 2004

Molds and yeasts
Candida utilis 400, 25, 10 6 Pork Shigehisa et al., 1991
Penicillium roqueforti 400, 20, 20 6 Cheese O’Reilly et al., 2000
Saccharomyces cerevisiae 100, 47, 5 3 Juice Patterson, 2004

Virus
Calicivirus 275, 21, 5 7 Broth Patterson, 2004
Hepatitis A virus 400, 9, 1 3 Oyster Calci et al., 2005
Hepatitis A virus 375, 30, 5 >4 Strawberry Kingsley et al., 2005
Hepatitis A virus 375, 30, 5 >4 Onion Kingsley et al., 2005
Poliovirus 450, 21, 5 8 Broth Patterson, 2004



Wouters et al. (2001) lists the various information required to identify and compare the
effectiveness of different PEF processes.

3.2.1.3 Irradiation

In 1990, irradiation (ionizing radiation, referred to as “cold pasteurization”) was
approved by the FDA as a safe and effective microbial reduction method for specific foods,
including, spices, poultry and eggs, red meats, seafood, sprouts, and fruits and vegetables
(Farcas, 1998; Henkel, 1998). Ionizing radiation includes gamma rays (from Cobalt-60 or
Cesium-137), beta rays generated by electron beam and X-rays (Thayer, 2003). These radi-
ations supply the energy needed for removing electrons from atoms to form ions or free
radicals but not high enough to make the treated products radioactive. The freed electrons
collide and break the chemical bonds in the microbial DNA molecules, destroying the
microbe (Smith and Pillai, 2004). The level of microbial reduction is dependent upon the
dose (kGy) absorbed by the target food (Olson, 1998).

The key factors that control the resistance of microbial cells to ionizing radiation are
the size of the organism (the smaller the target organism, the more resistant it is), type of
organism, number and relative “age” of the cells in the food sample, and presence or
absence of oxygen. The composition of the food also affects microbial responses to irra-
diation (Smith and Pillai, 2004). Radiation treatment at doses of 2–7kGy (depending on
condition of irradiation and the food), can effectively eliminate potentially pathogenic non-
sporeforming bacteria, such as Salmonella spp., Staphylococcus aureus, Campylobacter
jejuni, Listeria monocytogenes, Escherichia coli O157 :H7, without affecting sensory,
nutritional, and technical qualities (Farkas, 1998). Irradiation can be used as a terminal
treatment eliminating the possibility of post-process contamination.

FDA labeling requirements call for inclusion of the “radura” symbol and printing of the
words “treated by irradiation” on the package (US GPO, 2003). The packaging material
chosen for irradiation must satisfy appropriate food additive regulation (21 CFR 179.45),
or have a generally recognized as safe (GRAS) status (Lee, 2004). Mittendorfer et al.
(2002) discussed the status and prospects of applying electron beam irradiation in decon-
taminating food packaging materials. They reported that an electron beam treatment at a
dose of 5–7kGy is most effective against yeast and mold, which are mainly responsible
for spoilage and short shelf life of a variety of products.

3.2.1.4 Ultraviolet disinfection

Shortwave ultraviolet light (UVC, 254nm) can be applied to reduce the microbial load
in air or on food contact surfaces free from food residues (Bintsis et al., 2000). They can
also eliminate pathogens from filtered potable water. The radiation in the range of 
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250–260nm is lethal to most of the microorganisms, including bacteria, viruses, protozoa,
mycelial fungi, yeasts, and algae (Bintsis et al., 2000). The damage inflicted by UVC
involves specific target molecules, and a dose of 0.5–20Jm−2 leads to lethality by directly
altering microbial DNA through dimmer formation (Ferron et al., 1972). Once the DNA
is damaged, the reproducing capability and hence the disease-causing ability of the
microorganisms is eliminated. UVC treatment was reported to increase the resistance of
carrot tissues to fungal pathogens by accumulation of an isocourmarin, phytoalexin 
6-methoxymellein (Mercier et al., 1994).

Longwave UV light (UVA, >320nm) has limited microbial properties but this can be
enhanced by the addition of photosensitive compounds (e.g., furocoumarins). The pene-
tration of UVA into water is better than that of UVC (Bintsis et al., 2000). Key factors
which determine the efficacy of UV treatment include UV reactor design, fluid dynamic
parameters, and absorptive properties. Suspended particles can negatively impact disin-
fection efficiency due to additional absorbance, scattering, and/or blocking of UV light
(Liltved and Cripps, 1999). By maintaining a thin layer of flow or by creating turbulence
within the UV reactor, the treatment effect can be increased (Koutchma et al., 2004).

For providing clean sterilized air in sensitive food manufacturing facility, a combina-
tion of filters (suited to remove particles of size >0.1mm in laminar flow air) and UV light
has been recommended (Shah et al., 1994). A combination of UV and ozone has a pow-
erful oxidizing action and can reduce the organic content of water to extremely low levels
(WHO, 1994). A technique using a combination of UVC radiation and heat for the pro-
duction of high-quality raw meat has already been patented (Tanaka and Kawaguchi,
1991). Current FDA regulations (21 CFR 179) stipulate the use of turbulent flow systems
in UV reactors in juice processing systems (US GPO, 2003). UV light absorbance is also
used in the rapid detection of some of the microorganisms (Rodriguez et al., 1992).
However, exposure to UV light sometimes develops off-flavors (Stermer et al., 1987). The
UV radiation equipment is easy to use and relatively inexpensive.

3.2.2 Chemical interventions

3.2.2.1 Ozone

Ozone was granted FDA GRAS status in 2001, for use as a direct food contact antimi-
crobial agent. Since then, ozone is increasingly sought by food processors as an additional
intervention to strengthen food safety programs, such as HACCP and GMPs, in and out
of the processing plant. Ozone, which is an effective biocide against bacteria, viruses,
fungi, and protozoa, has long been successfully used for no-rinse sanitation of food-contact
surfaces and in clean-in-place (CIP) systems in food plants. Relatively low concentrations
of ozone and short contact time are sufficient to inactivate bacteria, molds, yeasts, para-
sites, and viruses (Kim et al., 1999). Detailed reviews on the science behind ozone and
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its application in the food industry are available (Guzel-Seydim et al., 2004; Kim et al.,
2003). Today, gaseous and aqueous ozone can be used for direct contact on fruit and veg-
etables, raw and ready-to-eat meat and poultry, fish, and shell egg, making this an inter-
vention that can be used throughout the entire food production chain. The primary benefit
of ozone is that it inactivates microorganisms as effectively as chlorine without any resid-
ual chemicals. Research shows that bacterial spores are the most resistant and bacterial
vegetative cells are the most sensitive to ozone (Kim et al., 2003). In sanitation and other
direct food equipment contact applications, ozone-enriched water was reported to provide
a 6-log reduction of Staphylococcus aureus, Salmonella choleraesuis, and Pseudomonas
aeruginosa; 5-log reduction of Escherichia coli, and a 4-log reduction of both L. mono-
cytogenes and Campylobacter jejuni (Bricher, 2005a).

Ozone is suspected to kill spores by degrading the outer spore components and expos-
ing the core to the action of the sanitizer. Among the spores, resistance to ozone was
highest for Bacillus stearothermophilus and lowest for B. cereus and hence B. stearother-
mophilus can be used as indicators for testing the efficacy of ozone sanitization (Khadre
and Yousef, 2001). These authors also reported that ozone is superior to hydrogen perox-
ide in killing bacterial spores. One of the patented ozone-based purification technology
claims to be effective in disinfecting, inhibiting, or removing mold growth, reducing con-
tamination and decay, and improving shelf life (Bricher, 2005a). Ozone in its aqueous
form, while compatible with ceramic, glass, silicone, Teflon, and stainless steel, is not
suited for application on surfaces made with natural rubbers, polyurethane, or resin-based
plastics.

Characteristics of the various intervention technologies are compared in Table 3.2. The
efficacy of heat and non-thermal technologies in microbial spore (Bacillus spp.) inactiva-
tion is compared in Table 3.3.

3.2.2.2 Other chemical interventions

One of the most active areas of new technology development is chemical intervention
systems, in the form of both direct food additives and secondary additives, or food-contact-
surface treatments. Several antimicrobial chemical treatments have been recently recog-
nized by USDA in its New Technology Information Table as suitable interventions for use
in meat and poultry operations (USDA, 2006). Incorporation of antimicrobials into pack-
aging materials has been successfully applied as an intervention technique for products
such as meat, poultry and seafood, fresh fruits and vegetables, and for foods in transit or
storage (Bricher, 2005a).

Chlorine dioxide (ClO2) is a strong oxidizing and sanitizing disinfectant and it has been
used to treat drinking water. Compared to chlorine, this sanitizer causes less organoleptic
change in treated products. In the food industry, ClO2 has been of interest in sanitizing the
surfaces of fruits and vegetables (Lee et al., 2004). It effectively reduced foodborne
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pathogens (Rodgers et al., 2004; Singh et al., 2002), bacterial spores (Foegeding et al.,
1986; Lee et al., 2004), and fecal contamination (Cutter and Dorsa, 1995). Peroxyacetic
acid is also investigated as a potential sanitizer in food applications (Rodgers et al., 2004;
Singh et al., 2002).

3.2.3 Hurdle approach

As in cases of thermal treatments, the lethality of any of the non-thermal methods can
be increased by applying them in combination with other stressing factors, such as antimi-
crobial compounds (e.g., nisin and organic acids), reduced water activity, low pH, and
mild heat treatments. When exposed to stresses (i.e., hurdles), microorganisms expend
their energy in overcoming the hostile environment posed by the hurdles and thereby suffer
metabolic exhaustion leading to their death (Leistner, 2000). The multitarget approach may
also help to counter stress adaptation associated with sublethal treatments (Yousef, 2001).
Nisin was reported to have a synergistic effect with PEF treatment, and an additive effect
with HPP treatment (Hauben et al., 1996; Pol et al., 2000). Incorporation of nisin mole-
cules through bacterial cell membrane may be facilitated during HPP and PEF treatments,
causing higher numbers of permanent pores (Lado and Yousef, 2002).

The effect of HPP treatment was reported to be enhanced by the addition of sorbic and
benzoic acids, enabling lower pressures and shorter treatment times to achieve microbial
inactivation (Mozhaev et al., 1994). Several reports have been published on the enhance-
ment of microbial inactivation by using carbon dioxide (CO2) under relatively modest 
pressures (Balaban et al., 2001; Haas et al., 1989). Pressurized CO2 penetrates bacterial
cells relatively easily, causing a greater intracellular pH change than other acids. Ozone
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Table 3.3 Comparison of Microbial Spore Inactivation by Heat and Non-thermal
Technologies (Adapted from Lado and Yousef, 2002; Rajan et al., 2006b)

Treatment Treatment Conditions Medium Targeted Spores Log Count
Technology Decreased

Heat 140°C, 3 s Milk Bacillus 3
stearothermophilus

Irradiation 12kGy Frozen yogurt Bacillus cereus 3
High-Pressure 600MPa, 105°C, 3min Egg patty B. stearothermophilus 3

Processing mince
Pulsed electric 22.4kV/cm, 250µs Milk B. cereus 0

field
processing



contributes to the breakdown of cells during mild PEF treatments (Ohshima et al., 1997;
Unal et al., 2001). Combining two or more non-thermal processes can also enhance micro-
bial inactivation and allow the use of lower individual treatment intensities (Ross et al.,
2003). For the intelligent selection of non-thermal processing combinations, target ele-
ments within cell, and the effects of treatments on those elements need to be determined.

3.3 Control/Monitoring/Identification Techniques

Microbiological agents were associated with 38% of food product recalled by the FDA
in 2004, and 44% of USDA’s Food Safety and Inspection Service (FSIS) recalls of meat
and poultry products (Kennedy, 2005). Review of more than 5,000 product recalls by
various federal agencies over the past 20 years showed Salmonella Typhimurium, L. mono-
cytogenes, and E. coli O157 :H7 as the leading pathogens implicated in a broad array of
foods (Bricher, 2005b). This signifies the food industry’s need for fast, efficient, and reli-
able detection and identification of pathogens on foods and in the plant.

Such rapid detection of pathogens and other microbial contaminants is critical for ensur-
ing food safety. Conventional methods for the detection of foodborne pathogens are 
time-consuming and laborious, and require biochemical and serological confirmations.
Completion of all phases requires at least 16–48h. Recent advances in technology make
detection and identification faster, more convenient, more sensitive, and more specific than
in conventional assays. Rapid methods are generally used as screening techniques, with
negative results accepted as is, but positive results requiring confirmation by the appro-
priate official methods, which in many instances are culture-based. FDA recommends that
the new, rapid techniques should be evaluated individually by user labs for their particu-
lar needs, and also collaboratively for possible adoption as official methods by the AOAC
International (Andrews, 1996). Some of the advanced and rapid techniques and technolo-
gies associated with the detection of microorganisms are detailed below.

3.3.1 Chromogenic microbiological media

One of the most notable advancements in microbiological techniques is the develop-
ment of easy-to-use chromogenic media plates that can differentiate harmful pathogenic
species from background flora and other bacterial species. These media plates utilize chro-
mogenic substrates that produce colored colonies associated with the target pathogenic
species when these substrates are hydrolyzed by species-specific enzymes. According to
Bricher (2005b), the chromogenic plates are ready-to-use, strain-specific, and generally
offer results in 18–24h after incubation. This enables food companies to minimize
expenses associated with the microbiological media and labor. Further, the test-and-hold
time for product release of non-suspect lots is also reduced.
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3.3.2 Molecular and immunological assays methods

Molecular technology, or DNA-based detection, is one of the fastest growing areas in
rapid pathogen test system development. Immunological-based assays, such as enzyme-
linked immunoassays (ELISAs), fluorescence-based sandwich immunoassays, Western
blots, and agglutination assays can be used to detect and identify microbial presence in
foods (Blyn, 2006). Dipstick immunoassays are available for specific organisms and are
reliable, reproducible, and affordable. However, they are limited by their inability to detect
low-level presence, varied sensitivity, and the possible requirement for single organism
isolation using culture methods. A few of these detection techniques, which hold promise
for future, are covered in this section.

3.3.2.1 DNA probe methods

Probe assays generally target ribosomal RNA genes (rDNA), taking advantage of the
high copy number of these genes in bacterial cell, which provides a naturally amplified
target and affords greater assay sensitivity (Fung, 2002). DNA-based assays for many
foodborne pathogens, including E. coli O157 :H7, Salmonella spp., and L. monocytogenes,
have been developed (Bricher, 2005b).

3.3.2.2 Polymerase chain reaction assays

Polymerase chain reaction (PCR) assays utilize the basic principle of DNA hybridiza-
tion, where short fragments of DNA primers are hybridized to a specific sequence or tem-
plate, which is then enzymatically amplified by Taq polymerase using a thermocycler (Hill,
1996). Theoretically, PCR can amplify a single copy of DNA by a million-fold in less than
2h; hence its potential to eliminate or greatly reduce the need for cultural enrichment. The
presence of inhibitors in foods and in many culture media can prevent primer binding and
diminish amplification efficiency, so that the extreme sensitivity achievable by PCR with
pure cultures is often reduced when testing foods. Therefore, some cultural enrichment is
still required prior to analysis. Rapid detection of Salmonella Typhimurium, L. monocy-
togenes, and E. coli O157 :H7 through automated PCR systems is well established
(Bricher, 2005b). In 2005, two companies introduced PCR assays for the detection of
Campylobacter strains. Campylobacter has been identified as the leading cause of food-
borne illness and is found primarily in poultry, meat, and untreated water. PCR reactions
are rapid (0.5–2.5h), and analysis of reaction products is usually done by gel elec-
trophoresis. PCR products can also be analyzed in real-time (real-time PCR), using fluo-
rescence-based detection methods (Blyn, 2006). PCR methods are very sensitive, fast, and
can be performed on complex samples. They are limited by the need to have specific 
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information about the target organisms and the inability to look at large numbers of organ-
isms in complex mixtures simultaneously.

3.3.2.3 Enzyme-Linked Immunosorbent Assays

Enzyme-Linked Immunosorbent Assay (ELISA) is a biochemical technique used mainly
to detect an antibody or an antigen in a sample (Adams and Moss, 2003; Jay, 2003). It
utilizes two antibodies, one of which is specific to the antigen and the other is coupled to
an enzyme. This second antibody causes a chromogenic or fluorogenic substrate to produce
a signal. Analyses using immuno-magnetic capturing technology were developed to lower
the detection threshold for the assay, resulting in shorter enrichment times and decreased
time-to-result lag. Automatic interpretation and printing of data eliminates subjectivity of
visual analysis and potential for recording errors. The primary use of the immunoassay-
based method is to eliminate negative samples (e.g., food samples that are Salmonella neg-
ative) more rapidly than when using the conventional cultural method. Positive samples
should be analyzed further using the cultural protocol (Yousef and Carlstrom, 2003).

3.3.3 Biosensors

Modern biosensors have evolved from the combination of biology and electronics.
Biosensors are designed to detect harmful microorganisms and toxins. They use biore-
ceptors such as biocatalytic, bioaffinity, and hybrid receptors to recognize specific binding
analytes (enzymes, antibodies, antigens, microbes, proteins, hormone, or nucleic acids)
and immobilized-transducers convert signals into quantitative analytical information
(Mello and Kubota, 2002). The principal of operation of a biosensor is outlined in Figure
3.1 and the common transducers used in biosensors with their detection principle are sum-
marized in Table 3.4.

The selectivity of the biological sensing element offers the opportunity for development
of highly specific devices for real-time analysis in complex mixtures, without the need for
extensive sample pre-treatment or large sample volumes. Biosensors also promise highly
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sensitive, rapid, reproducible, and simple to operate analytical tools. Technical problems
facing biosensor development include the interaction of compounds of food matrix, cali-
bration, maintenance, sterilization, reproducible fabrication of sensors, and cost. Sensitiv-
ity is another issue that still requires improvement for direct detection of bacteria (Ivnitski
et al., 2000). However, it holds promise for on-line measurements of important food pro-
cessing parameters and microbial detection.

A comparison of pathogen assay methods based on their detection time is given in Table
3.5. A recently developed biosensor system called Triangulation Identification for the
Genetic Evaluation of Risks (TIGER) can potentially be used to detect and identify
pathogens down to strain level (Hofstadler et al., 2005). The system employs a high-
performance electrospray mass spectrometry time-of-flight (TOF) instrument to derive
base compositions of PCR products. This system is reported to be able to detect and 
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Table 3.4 Common Biosensor Transducers and Their Detection Principles (Mello and
Kubota, 2002)

Type of Transducer Detection Principle

Electrochemical (amperometric, Electron tunneling, ion mobility, diffusion of
potentiometric, conductimetric) electroactive or charged species
(Ivnitski et al., 2000)

Thermal (Mosbach, 1995) Temperature change or heat release
Optical (Rand et al., 2002) Absorption or emission of electromagnetic radiation
Piezoelectric (O’Sullivan et al., 1999) Mass and or microviscosity alterations of wave

propagation

Table 3.5 Comparison of Pathogen Assay Methods by Time for Detection (Rand et al., 2002)

Steps Cultural ELISA1 PCR2 Optical Biosensor

Enrichment 18–48h 8–24h — —
Plating 18–48h — — —
DNA extraction — — 0.5–1.5h —
Bio- and chemical test 5–24h — — —
Serology 4h — — —
Assay — 2–4h 3–4h 0.5–2h

1 Enzyme-Linked Immunosorbent Assay.
2 Polymerase Chain Reaction.



identify totally unknown organisms (Blyn, 2006). The advances in biosensor technology
will lead to testing larger number of samples in a shorter period of time and to detect and
characterize unknown organisms.

3.3.4 Fourier Transform Infrared spectrometry

Fourier Transform Infrared (FT-IR) spectrometry is a physicochemical method that dis-
criminates intact microorganisms by producing complex biochemical spectra (Figure 3.2,
Table 3.6) and hence can be used for characterization of microorganisms. The principal
advantage of this technique is its rapidity and ease of use. Various FT-IR techniques, such
as transmission, attenuated total reflection, and microspectroscopy, have been used to char-
acterize bacteria, yeast, and other microorganisms (Mariey et al., 2001). The FT-IR spectra
of microorganisms have been described as fingerprint-like patterns, which are highly
typical for different species and strains and it has been shown that Gram-positive and
Gram-negative bacteria can be discriminated on the basis of their FT-IR spectra. The appli-
cation of FT-IR spectroscopy has been reported for selected bacterial species of the genera
Staphylococcus, Streptococcus, Clostridium, Legionella, Lactobacillus, Listeria, Bacillus,
Enterococcus, and coryneform bacteria (Ngo-Thi et al., 2003). Unknown species and strains
could also be identified when included in an established hierarchical cluster analysis
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(HCA), principal component analysis (PCA), or artificial neural network (ANN). Detec-
tion, enumeration, and differentiation can be integrated in one single FT-IR apparatus and
it is possible to get diagnostic results within a day. FT-IR microscopy can be used to char-
acterize growth heterogeneity within microbial colonies, which in turn enables the detec-
tion of changes in molecular composition of cells within a complex microbial habitat.
Because of its rapidity and reproducibility, FT-IR holds much promise in the identifica-
tion of foodborne pathogens and could be useful in providing a rapid assessment of
pathogen contamination, which is critical for monitoring food safety and regulation testing.

3.4 Packaging Applications in Food Safety

Packaging provides an improved margin of safety and quality, especially to minimally
processed, easily prepared, and ready-to-eat “fresh” food products. Packaging technolo-
gies could play an active role in extending the shelf life of foods and reduce the risk from
pathogens. Some of the advancements in packaging catering toward food safety are 
presented here.
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Table 3.6 Frequencies (cm-1) and Assignments of Commonly Found Absorption Peaks in
the mid-IR Spectra of Microorganisms (Kansiz et al., 1999; Yu and Irudayaraj, 2005)

Wave Number Assignment
(cm-1)

1740 C==O stretch, lipids
1690–1620 Amide I, proteins (β-sheets and α-helix structures)
1570–1530 Amide II, proteins (C—N stretch, N—H def)
1468 CH2 sym deformation, lipids
1455 CH2/3 deformation modes (proteins)
1415 C—O—H in plane bending (carbohydrates, DNA/RNA backbone, proteins)
1397 —COO— sym stretch
1380 CH3 sym deformation
1340–1240 Amide III, proteins
1235–1240 O—P==O asym stretch, DNA, RNA, phospholipids
1200–1000 C—O—C, C—O dominated by ring vibrations, Carbohydrates
1150 C—O stretch, C—O—H bend, carbohydrates, mucin
1120 v(CC) skeletal trans conformation (DNA/RNA backbones)
1085 O—P==O sym stretch, DNA, RNA, phospholipids
1076 v(CC) skeletal cis conformation, DNA, RNA
900–800 C==C, C==N, C—H in ring structure, Nucleotides



3.4.1 Active packaging

Active packaging responds to changes in the packaging environment. These systems
may absorb molecules such as oxygen, ethylene, or moisture, or release agents such as
antimicrobials or flavors. Though commonly used in sachets, there is a new trend in the
food industry to incorporate active packaging technologies directly into the package walls.

Controlled-release packaging (CRP) is a new technology that relies on releasing active
compounds (antimicrobials and antioxidants) at different controlled rates suitable for
enhancing the quality and safety of a wide range of foods during extended storage (Cutter,
2002). These systems allow “slow addition” of antimicrobials to the food, as opposed to
“instant addition” when the antimicrobials are added directly to the food formulation. A
variety of active compounds that can potentially be used for CRP include nisin, toco-
pherols, potassium sorbate, sodium benzoate, zeolite, and others (Cutter, 2002; Han, 2000;
Vermeiren et al., 1999). Recently, advanced CRP films were made using smart blending
(using two or more polymers and sometimes fillers) for better control over the release of
active agents (LaCoste et al., 2005). An exhaustive review of antimicrobial food packag-
ing has been done by Appendini and Hotchkiss (2002).

For thermal control, double wall containers using molecular alloy phase change mate-
rials (MAPCM) were proposed as packages for thermal protection of liquid food prod-
ucts. This package was claimed to keep a drink between 6 and 13°C over more than three
hours when kept at an outside temperature of about 25°C (Espeau et al., 1997).

3.4.2 Intelligent or “Smart” packaging

Intelligent packaging systems have been designed (Yam, 2000) to carry a barcode, a
portable data file (PDF) symbol, a time-temperature integrator (TTI), and/or a sensor. The
system overcomes the problems associated with intrinsic properties of foods, difference
in oven and packaging characteristics, and provides the consumer with high-quality ready-
to-cook packaged foods. The system deals with food safety in many ways. It alerts the
consumer of product recalls by food manufacturers, of food allergens, and integrated TTI
helps in determining the quality and safety of food package. A similar system is being
evaluated for microwavable foods with ingredients having different dielectric and thermal
properties and hence requires different treatment levels (Louis, 1999). Applicability of
smart labels in ease of identifying expiry of product sell-by-date is also being investigated.

3.4.3 Tamper evident packaging

Shrink bands and tamper-evident seals and tapes continue to play an important role for
packages ranging from single-serving containers to shipping cases (Bertrand, 2005). Irre-
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versible thermochromic or piezochromic materials could form the basis for closures which
“bruised” during any attempt to open them, providing evidence of tampering prior to pur-
chase (Goddard et al., 1997). Radio frequency identification (RFID) has the potential to
flag tampering. The working principle of RFID is explained in the next section on track-
ing and traceability. If a tagged object for some reason becomes unreadable, the failure
may point to tampering, for example, an RFID mounted to the lid of a jar in such a way
that unscrewing the jar would result in breakage of the connection between the tag’s chip
and its antenna (Figure 3.3), thereby indicating tampering. Technologies currently used in
pharmaceuticals, such as invisible inks, microscopic, or nanoprinting may find use in food
packaging to reveal the marked package’s integrity.

3.5 Tracking and Traceability

Supply chain traceability plays an important role in ensuring food safety and brand pro-
tection. Automated traceability solutions are used to track product, streamline schedules,
reduce operating costs, and improve customer service. The Public Health Security and
Bioterrorism Preparedness Act of 2002 requires that records need to be maintained by the
manufacturers, processors, packers, distributors, and importers of food in the United States
to identify the immediate sources from which they receive food and the immediate recip-
ients to whom food products are sent (one-up, one-back traceability) (McLeod, 2006).
When the regulation is fully enacted, processors will be required to create these records
at the time of processing. Also, the recent major food product recalls demonstrate the 
need to quickly trace, contain, and minimize food safety crises. Recently, the bovine
spongiform encephalopathy crisis and debates about genetically-modified soybeans have
drawn new attention to supply chain traceability. The other traceability areas of contention
are organic products, freshness of fish, special slaughtering method used, etc. (Moe, 
1998).

Barcode scanning is the commonest operational system of record for automated entry
of all inventory activities. Some of the other tracing and tracking technologies used in 
the food industries include microcircuit cards, voice recognition systems, bicoding 
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technology, and chemical markers (Mousavi et al., 2002). RFID is currently being used
for the identification and tracking of packaged food products in the supply chain and of
farm animals. RFID is a generic term for technologies that use radio waves to automati-
cally identify and track objects. The most common way of identifying objects using RFID
is to store a unique serial number that identifies a product, and perhaps other information,
on a microchip that is attached to an antenna (the chip and the antenna together are called
an RFID transponder or an RFID tag). The antenna enables the chip to transmit the iden-
tification information to a reader. The reader converts the radio waves returned from the
RFID tag into a form that can then be passed to computers that can make use of it (Figure
3.3). The ability to read the tags without line-of-sight is the principal advantage of RFID
systems over barcode systems; this enables the RFID readers to sense tags even when they
are hidden (Sarma, 2004). The tags are very flexible in that microchips measuring less
than a third of a millimeter wide can now store a wide range of unique product informa-
tion. RFID can also allow only some of the data on the tag to be read and the tags can be
updated after the original data has been loaded. They can be made virtually tamper proof
(Jones et al., 2005).

The limitations are that RFID can be interfered with by moisture, metal, and noise.
Presently, cost of the tag prohibits its widespread adoption within the food industry. When
combined with wireless sensors, the RFID system can record specific quality/safety attrib-
utes of food products along the chain. The deployment of RFID and wireless sensors in
traceability systems is expected to be popular in the near future (Wang et al., 2006).

3.6 Byproducts of Processing

Processing, particularly with heat, may lead to undesired changes in food, such as reduc-
tion of nutrients or the formation of hazardous substances, such as the carcinogenic 
polycyclic aromatic hydrocarbons (PAH) or products like acrylamide and 3-
monochloropropanediol (MCPD).

3.6.1 Acrylamide

In April 2002, acrylamide came to the attention of the food industry when scientists at
the Swedish Food Administration first reported unexpectedly high levels in fried, baked,
grilled, toasted, or microwaved carbohydrate rich foods such as potato chips, roast pota-
toes, and bread (Tareke et al., 2002). Acrylamide appears to form when foods, typically
plant commodities high in carbohydrates and low in protein, are subjected to high tem-
perature (120°C) during cooking or other thermal processing. The compound has been
reported to cause cancer. Acrylamide is formed from Maillard reaction products, when the
amino acid asparagine combines with reducing sugars, producing the highest levels of the
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carcinogen (Stadler et al., 2002). Some studies (Vattem and Shetty, 2003) have shown that
acrylamide formation is non-oxidative in nature and reported reduced formation of acry-
lamide in high protein material. The Joint Expert Committee on Food Additives (JECFA)
reported that the major contributing foods to total exposure for most countries were potato
chips (16–30%), potato crisps (6–46%), coffee (13–39%), pastry and sweet biscuits
(10–20%), and bread rolls/toasts (10–30%) (Anon, 2005). Other food items contributed
less than 10% of the total exposure. Recent technological developments in food process-
ing methods could significantly reduce acrylamide levels in some foods. These include,
use of enzyme asparaginase to selectively remove asparagines prior to heating, variety
selection and plant breeding, control of growth and storage factors affecting sugar con-
centration in potatoes, and prolonging yeast fermentation time in bread making. The com-
mittee also recommends that acrylamide be re-evaluated when the results from ongoing
toxicological studies are available and points to the need for additional information about
acrylamide in foods to adequately consider potential human health concern.

3.6.2 3-monochloropropanediol

Chlorinated propanols are formed during certain food manufacturing and domestic
cooking processes. The compound 3-chloro-1,2-propanediol (3-MCPD), and to a lesser
extent 1,3-dichloro-2-propanol (DCP), are the most abundant chloropropanols and they
are considered as carcinogens (Tritscher, 2004). Savory foods containing acid-hydrolyzed
vegetable protein were found contaminated with the 3-MCPD. The food groups identified
as most likely to contain 3-MCPD are bread and biscuits (mainly toasted or roasted), and
cooked/cured fish or meat. Although it is toxigenic only at high consumption levels, tar-
geted actions are being taken to reduce the levels of 3-MCPD in soy sauce and related
products.

3.7 Conclusions

Numerous health hazards are associated with food consumption and these arise at dif-
ferent points in the food production chain. A multidisciplinary approach involving micro-
biology, chemistry, and engineering, is necessary to efficiently and innovatively address
these potential hazards. Food safety engineering is a great manifestation of this multidis-
ciplinary approach, with the goal of developing holistic solutions to chronic and emerg-
ing food safety problems. Researchers in this new branch of knowledge should be familiar
with the microbiological and chemical risks in food, and be capable of integrating science
and engineering to control or eliminate these risks. Intervention strategies built on the
cooperation of microbiologists, chemists, and engineers provide the best solution to the
multifaceted food safety problems.
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4 Farm Machinery Automation for 
Tillage, Planting Cultivation and Harvesting

Brian T. Adams, Ph.D., P.E.

University of Missouri-Columbia, USA

4.1 Introduction

The shifting from hunting and gathering societies to agrarian societies allowed people
to stay in one place and grow their food. Until the industrial revolution, most people had
to grow their own food, using their own labor. As the economies shifted toward an indus-
trial society, people moved away from rural agricultural areas and populations became
concentrated in cities. Agricultural producers were called upon to produce more food with
less labor to feed a larger number of people in urban areas. As a result, agricultural mech-
anization started with the development and use of the steam engine for threshing and has
led to the development of prototype fully-autonomous farm machinery today.

Most agricultural mechanization occurred in the late nineteen and early twentieth cen-
turies. The development of the steam engine in the late nineteen century was an enabling
technology for the development of agricultural automation. The steam engine, a relatively
portable power source, allowed the automation of threshing, formerly performed by hand.
Steam engines were large and expensive, so only the large, wealthy agricultural produc-
ers could afford them. In the 1920s and 1930s, smaller tractors with internal combustion
engines that ran on gasoline were mass-produced at low cost and more farmers could afford
them. This in turn led to increased farm machinery automation, since the machines were
readily available. Farmers, often mechanical by nature, invented attachments and machin-
ery that was driven by the tractor to automate tasks that were previously performed by
hand.

Other developments, including mobile hydraulics and electronics, have allowed the
automation of more complex tasks in agricultural machinery. Mobile hydraulics allowed
large forces to be generated using hydraulic cylinders. In addition, hydraulics allowed
remote power with hydraulic motors without the need of a mechanical driveline. Elec-
tronic control units (ECUs) can control hydraulic valves to regulate the flow of hydraulic
fluid to the actuators. The ECU can use information from sensors to control the operation
of the systems on a vehicle, such as the hitch, power-take-off (PTO), transmission, and
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steering systems. Advances in hydraulics and electronics have led to the development of
more complex machines.

Development of guidance systems and autonomous vehicles is current state-of-the-art
in agricultural mechanization. Since the late nineteenth century, farmers have been devis-
ing methods of making a tractor follow a plow furrow by using a feeler. In the later part
of the twentieth century, the combination of hydraulics and electronics allowed for more
sophisticated guidance strategies. Some of these strategies include low force feelers that
can guide the tractor or implement based on the position or rows and guiding the tractor
based on the position of the vehicle from the Global Positioning System (GPS).

4.2 Vehicle Guidance

Farmers spend many hours operating machinery in the field to perform tillage, plant-
ing, cultivation, and harvesting. Although farmers are usually very good machinery oper-
ators, it is not possible to maintain the correct path all the time. If the machine should veer
from the correct path, production losses will occur due to crop damage or harvest losses,
depending on the operation. If less skilled operators are used, the problem becomes worse.
To reduce losses due to operator error, guidance systems can be used to help the operator
steer the vehicle, particularly in ambiguous situations where the path is difficult for the
operator to see or follow, such as when spraying or planting. In situations where main-
taining the proper position is even more critical, such as cultivation or harvesting, the guid-
ance system can steer the vehicle directly using electronics and hydraulic controls. Such
guidance systems are used to steer machinery across the field, usually in parallel swaths
or following the rows of plants.

Using a guidance system for agricultural machinery is not a new concept. One of the
earliest guidance systems used a wheel to steer a steam-powered traction engine along a
plow furrow. A small steel wheel was designed to run in a plow furrow next to the tractor.
The guidance wheel was attached to the front wheels of the tractor and held up against
the furrow using a spring. As the tractor veered left or right, the guidance wheel in the
furrow would steer the tractor in the opposite direction, keeping it on track parallel to the
plow furrow. One of the drawings from the patent is shown in Figure 4.1.

Depending upon the situation, different guidance strategies or groups of guidance strate-
gies may be needed to achieve the best outcome. Each strategy uses or combines various
technologies to guide the vehicle. For example, consider a tractor cultivating a row crop,
such as cotton. A sensor with feelers can locate the row accurately, and ensure that the
vehicle follows the row. However, there is no assurance that the tractor is cultivating the
correct set of rows. The GPS system can locate the tractor on the proper set of rows, but
the accuracy may not be precise enough to cultivate between the rows without damaging
the crop. The two systems may be combined to provide a better solution. The ECU can
use the GPS portion of the guidance system to ensure that the tractor is cultivating the
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correct set of row then switch to the feeler guidance system to ensure the cultivator is
accurately operating between the rows, minimizing the damage to the crops.

4.2.1 Guidance strategies

There are four different strategies for guiding vehicles:

(1) manual—an operator steers the vehicle based on their observations of the
surroundings;

(2) operator assisted—an operator steers the vehicle based on a signal from
the guidance system;

(3) semi-autonomous—the guidance system steers the vehicle, but an operator
is present to ensure the system is working properly and perform other
vehicle functions that are not automated; and finally

(4) fully-autonomous—no operator required! The benefits and challenges of
each strategy are identified in Table 4.1 and discussed in more detail below.

4.2.1.1 Manual vehicle guidance

When a person drives an automobile, or a farmer operates a tractor, these are examples
of manual guidance systems. A manual vehicle guidance system uses an operator to steer
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Figure 4.1 An early furrow following guidance system installed on a steam-powered traction
engine (Snyder,1884).



the vehicle based on their understanding of the surroundings. Some might argue that this
is not a guidance system at all. However, it is a real and viable alternative to other types
of guidance systems and must be considered when evaluating the economics of guidance
systems. Since most vehicles are operated in this manner, manual guidance systems might
be considered the most economically viable guidance system. Unfortunately, it is also one
of the most complex systems. Not all operators behave the same, and their physical con-
dition can have an effect on their ability to operate a vehicle. Operators can only focus on
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Table 4.1 Benefits and Challenges Associated with Different Guidance Strategies

Guidance Strategy Advantages Disadvantages

Manual • Requires no machinery • Operators can become 
modifications or special equipment fatigued and cause damage to 

crops or inefficient operation
• More overlap is required to

compensate for operator
variability

Operator Assisted • Can help operator reduce overlap • Operator must still steer the
in situations where the markers vehicle
are difficult to see or follow • Difficult to steer on curved 

• Easy to install compared to rows
systems that steer the tractor • More overlap is required than 

• Lower cost than semi-autonomous for systems that steer the 
or autonomous systems vehicle

Semi-Autonomous • An operator is present to ensure • Moderate cost
the vehicle is operating properly • Systems require additional
and safely training for the operator

• Less overlap and fewer skips than
systems steered by an operator

Fully Autonomous • No operator required—reduced • High cost
labor costs • Enormous liability

• Less overlap and fewer skips than • Limited awareness
systems steered by an operator • Systems require additional

training for the producer

Implement • Ensures that the implement stays • Operator still must steer the
centered on the row tractor

• The system requires little or no • Complex mechanism must be
modification to the tractor added to allow the implement 

to move relative to the tractor



a limited part of their surroundings at one time. Operator judgment of distance is poor,
particularly if there are no references to base a distance upon. Therefore, they may judge
the position of the vehicle incorrectly, causing excessive overlap, skips, or damage to the
crop.

Operators need to have more overlap than is required with other types of guidance
systems, to ensure they do not have skips in planting or pesticide application. Often, oper-
ators overlap subsequent passes across the field by 5% to 10%, leading to a corresponding
decrease in field efficiency and field capacity.

In other situations, such as cotton harvesting or row crop cultivating, ensuring that the
vehicle is centered on the rows reduces damage to the crops. While most operators can
keep the vehicle centered on the rows for a short time, after hours and days of operation,
the operators tend to experience some fatigue, and it becomes more difficult to keep the
vehicle centered on the rows. For the cotton picker, picking efficiency will be reduced with
drift, and more cotton will be left on the plants in the field. The cultivator, on the other
hand, damages the crops during growth, reducing the yield.

However, one of the largest benefits of operators is that they can identify situations of
danger or concern to bystanders or the machinery and take corrective actions or stop the
vehicle. One “rural legend” describes a situation where a fatigued operator on a cotton
picker napped as the picker moved across the field, since the guidance system would keep
the picker on the rows. However, he did not wake up in time to turn at the end of the field
and the cotton picker sank to the bottom of the irrigation canal. There is value in having
alert operators on machines.

4.2.1.2 Operator-assisted vehicle guidance

To overcome the inefficiencies associated with operator’s poor judgment of distance,
operator-assisted systems aid the operator in determining the direction to steer the 
tractor. The most common operator-assisted system is the light bar. Light bars were 
first used for aerial pesticide application, to provide the airplane pilot with an indication
of whether they should steer right or left to stay on a parallel swath to their previous 
path. This is particularly important for pilots since they cannot physically see the last 
path they sprayed. The light bar was adapted to large sprayers with long booms 
since the foam markers are 60 feet away on a 120-foot boom. The foam markers are 
difficult for the operator to see and judge if they are on a parallel course with no 
overlap. Operator-assisted guidance systems usually use a GPS receiver to track the
vehicle position.

Originally, operator-assisted guidance systems were developed for airplanes for use with
parallel swathing in straight lines. In many parts of the world, crops are planted on con-
tours to reduce soil loss. New guidance systems incorporate parallel swathing on curved
rows. Unfortunately, it is more difficult for operators to steer the vehicle on a curved row
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using a light-bar system. Curved parallel swathing works much better when implemented
as a semi-autonomous guidance system.

A common problem is controlling the position of the cultivator (or other implement)
and wheels of the vehicle to ensure crops do not get crushed or damaged as the vehicle
turns for the curves. The damage to crops can be reduced by using a vehicle that steers
both the front and back axles or articulates. Additionally, separate guidance systems can
be used to shift the implement to keep it centered on the row. Implement guidance systems
are discussed in more detail below.

Light-bar guidance systems have several benefits. They are relatively inexpensive, easy
to install, and reduce overlap and skips. Generally, light-bar guidance systems use lower
accuracy GPS systems since the operator cannot control the vehicle to the higher accu-
racy of the more expensive guidance systems. In addition, since light-bar guidance systems
do not steer the vehicle, the hydraulic and electronic components of the system are not
needed, making them much less expensive than semi-autonomous or autonomous guid-
ance systems. Similarly, since the only components that need to be installed on the vehicle
are the light bar and the GPS receiver, they are much less difficult to install than systems
that require modification to the vehicle.

The light-bar guidance systems reduce input costs and increase yields by reducing
overlap and skips. If overlap is reduced compared to an operator, the producer will save
on input costs (seed or chemicals). If the number of skips is reduced, particularly with
chemical applications, crop yields will increase due to reduced weed pressure on the crop.

4.2.1.3 Semi-autonomous vehicle guidance

In operator-assisted guidance systems, the operator steers the vehicle, based on an input
from the guidance system. The response of the operator is delayed, and variability is intro-
duced by their response. This can be taken a step further so that the guidance system actu-
ally steers the vehicle itself. The main advantage to semi-autonomous guidance systems
is that the system can guide the vehicle in a more consistent and repeatable manner than
an operator steering the vehicle manually or using an operator-assisted guidance system.

Semi-autonomous guidance systems take on a wide variety of shapes and sizes. Some
consist of simple feelers that guide the vehicle closely to the row, while others use GPS
to steer the vehicle in parallel paths, similarly to the operator-assisted systems. The feeler-
style guidance systems tend to work best in row crops where there is a furrow to follow
or plants, such as corn or cotton, that the feelers will not damage. The GPS-based guid-
ance systems tend to provide the most benefit when trying to plant or spray parallel swaths
or contours of crops, when it is difficult for the operator to determine where to steer the
vehicle. Semi-autonomous systems have an advantage over operator-assisted guidance
systems working on contours, since it is difficult for an operator to steer the vehicle along
a contour using a light bar as a steering aid.
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Retaining the operator on the vehicle also helps to relieve the agricultural producer 
and the machinery manufacturers from the liability associated with autonomous vehicles.
The operator has the responsibility to ensure that the vehicle operates safely in a controlled
manner. Without the operator, the agricultural producer would be responsible for any mis-
takes in programming the system, and the machinery manufacturer would be responsible
for any errors caused by the design or manufacture of the guidance system. If an opera-
tor is on the vehicle, in situations that pose a danger to the vehicle or environment, the
operator can override the system and take control of the vehicle.

4.2.1.4 Fully-autonomous vehicle guidance

A fully-autonomous vehicle expands on the concept of the semi-autonomous guidance
system by adding control of all vehicle functions, eliminating the need for an operator. 
A good example of such autonomous vehicles is the Defense Agency Research and 
Procurement Administration (DARPA) Grand Challenge. In the Grand Challenge, 
fully-autonomous vehicles race through the Mojave Desert in California over a 131.2-mile
course competing for a $2,000,000 prize. On October 8, 2005, Stanford University’s
Stanley won the competition by traversing the course in 6 hours and 53 minutes. In the
Grand Challenge, the creators of the vehicles are not allowed to have any contact with the
vehicle after the start of the race. A predetermined route is delivered to the contestants to
enter into the vehicle’s guidance system two hours before the race is to start. This is similar
to how fully-autonomous vehicles would operate in agricultural applications. However,
the producer should have contact with the vehicle wirelessly to be able to ensure it is oper-
ating properly.

Fully-autonomous vehicles tend to use GPS as a primary source of location, and an
array of secondary sensors for location relative to the crop and safety. The GPS receiver
is used to locate the vehicle in the field. If higher-grade GPS (1cm accuracy) is used, it
may be accurate enough to guide the vehicle in operations such as cultivation, but these
systems are very expensive. Lower-grade GPS receivers (10cm accuracy) can be used to
get the vehicle to the correct position on the rows, then a local sensor system, such as
feelers or a vision guidance system, can be used to steer the vehicle accurately with respect
to the rows so crop damage is minimized. The GPS can also be used to tell the vehicle
when to turn at the end of the field, or automate functions throughout the field to vary
tillage, planting, or other operations.

The disadvantage to autonomous vehicles is that liability associated with their use could
fall back to the manufacturer, rather than the operator. This is why semi-autonomous vehi-
cles are more appealing in agricultural markets. However, there may be some situations
where the liability of using an autonomous vehicle is less than the liability of sending an
operator into a hazardous situation. Good examples include spraying chemicals that are
hazardous to the operator, disaster areas, and minefields.
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4.3 Implement Guidance Systems

An alternative to guiding the whole vehicle is to guide just the implement with respect
to the rows. On implement guidance systems, an operator steers the tractor down the rows.
The hitch on the implement is designed to allow the implement to translate side-to-side.
An electronic control system measures the row position relative to the implement with
feelers or other sensors then controls the position of the hitch with hydraulics to keep the
implement centered on the row.

If the implement is fixed with respect to the tractor, the operator will often run over the
crop on curved rows to keep the implement centered in the row. Since the implement is
guided to be centered on the rows, the operator can focus on steering the tractor in the
optimum position to reduce damage.

The cost of implementing a guidance system on an implement can still be substantial
because a hitch with a hydraulic actuator needs to be constructed in order to use the ECU
and sensors to control the position of the implement. One cost advantage that implement
guidance systems have over vehicle guidance systems is they can be used on most trac-
tors without modification if they are designed properly.

4.4 Guidance Methods

Over the last century, many different guidance systems have been researched, patented,
and implemented. The most simple guidance systems, such as factory robots, may follow
a line of yellow paint on the floor. These systems can operate safely in a controlled envi-
ronment where there are no obstacles or unknown features. However, in agriculture, the
outdoor environment presents a unique set of challenges that often require more than one
type of technology to be used to guide vehicles. Table 4.2 provides a comparison of some
of the more common technologies used for vehicle guidance systems.
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Table 4.2 A Comparison of Various Technologies Used for Vehicle Guidance

Technology Advantages Disadvantages

Global Positioning • Readily available for free • Can be expense, depending on the
System (GPS) • Provides relatively accurate accuracy required

signal most of the time • RTK-GPS systems require a base
• Provides signal anywhere station to be used
• Does not typically need any • Can experience temporary

extra equipment set up degradation or loss of signal under
some conditions

• Some differential correction
services require subscription fees

Machine Vision • Images can provide lots of • Information can be difficult to
information, including crop extract from the image
health, weed pressure, and • Costs can be quite high, but are
obstacle detection decreasing rapidly

• Senses crop and guides • Processing speed can be slow, but
relative to the crop technology is improving

• Often temperamental due to
natural lighting and environmental
conditions

Dead Reckoning • Very low cost • Any biases are integrated and the
• Easy to implement position error becomes large in a

short period of time

Inertial • Very reliable • Any biases are integrated and the
• Errors are lower than dead position error becomes large

reckoning • Errors are related to the quality of
• Can be used to improve the the sensor, but are typically lower

GPS position signal by than dead reckoning
correcting for the vehicle • High quality inertial sensors are
dynamics expensive

Crop Feelers • Low cost • Require a woody plant with a stiff
• Very accurate stalk to actuate the sensor and

avoid plant damage

Furrow Followers • Low cost • Require a furrow to follow
• Moderately accurate • Poorly designed systems can self

destruct if the vehicle backs up



4.4.1 Global Positioning System (GPS)

Most vehicle guidance systems in agriculture use GPS to determine the position, speed,
and heading of the vehicle, and steer the vehicle in the proper direction. The GPS system
uses signals emitted from a constellation of 24 satellites orbiting the Earth to determine
the geographic position of the receiver. The satellites emit signals in two frequency bands,
referred to as L1 and L2, to improve the accuracy of the position signals. The nominal
accuracy of GPS systems is 10 to 20 meters with single-band receivers and 5 to 10 meters
with dual-band receivers. The accuracy of the GPS signal is affected by atmospheric con-
ditions, obstructions, reflections, and the visibility of satellites. When the receiver has a
clear view of the horizon and can see many satellites, the quality of the position fix is good
and the receiver can accurately determine its position. However, if the weather is bad, and
there are obstructions that block the signal or cause reflections, such as trees and build-
ings, the position signal becomes much less reliable. Similarly, if there are few satellites
in view, or if they are low on the horizon, the position signal also becomes less reliable
and has larger error.

There are some techniques that can be used to minimize some of the errors in the 
positioning signal. Differential GPS (DGPS) receivers use an existing GPS receiver at 
a known static location on the ground, called a base station, to correct for errors in the
position of the mobile receiver. The difference between the actual location of the static
receiver and the measured location of the static receiver (the error) is calculated and 
broadcast on a radio to the mobile GPS receiver. The mobile receiver then subtracts 
the error from the measured location of the mobile receiver, correcting for errors caused
by the visibility of the satellites and the atmospheric conditions. As the distance from the
base station increases, the accuracy of the differential correction decreases, since the
signals at the base station will be slightly different from the signals seen by the mobile
GPS receiver.

Setting up a local base station for differential correction doubles the cost of the GPS
system and poses additional hassle for the user. Several systems have been set up to
provide differential correction signals without requiring a local base station. In North
America, the most common forms of differential correction are the Coast Guard Beacon,
fee-based satellite correction, and the Wide Area Augmentation System (WAAS). The
Coast Guard Beacon was developed by the United States Coast Guard to improve the accu-
racy of GPS receivers used to guide ships through navigable waterways. Although the
Coast Guard Beacon signal is freely available, it is only available near navigable water-
ways, and the accuracy of the signal degrades as distance from the waterway increases.
Several subscription-based differential correction services are available from providers,
including Omnistar. The subscription-based services are widely available and have good
accuracy, but they do require an annual fee. Another system used for differential correc-
tion in North America (WAAS) was developed by the Federal Aviation Administration to
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provide accurate and reliable differential correction to aircraft using GPS to aid in guiding
the aircraft and landing. WAAS operates similarly to the fee-based satellite correction
systems, but requires no subscription fees. Similar systems are being developed in other
parts of the world, Euro Geostationary Navigation Overlay Service (EGNOS) in Europe
and Multi-Functional Satellite Augmentation System (MSAS) in Asia. Typical accuracies
for DGPS systems are less than one meter.

Other types of GPS systems used for highly accurate navigation are Real-Time Kine-
matic (RTK) GPS systems. With RTK-GPS systems, a base station must be used with a
radio to transmit the data to the GPS receiver. The RTK-GPS receivers monitor the carrier
phase of the GPS signals to help improve the accuracy. The accuracy of RTK-GPS systems
is typically within 1cm, provided that the mobile receiver is within several miles of the
base station. Unfortunately, RTK-GPS receivers do require a base station and they are
expensive.

In addition to position, GPS receivers can also give accurate information on heading
and speed. GPS receivers can output heading and velocity information that is much more
accurate than what can be calculated based on the difference between the last two posi-
tions. Most overlook the usefulness of the heading and speed information, but it is helpful
in developing guidance systems for vehicles.

If multiple antennas are used on the vehicle, additional information can be determined
with regard to the pitch, roll, and yaw angles of the vehicle. These systems, called vector
GPS systems, are often used on aircraft. Stanford has also used a vector GPS system to
guide a John Deere tractor. Since the vector systems provide pitch, roll, and yaw infor-
mation, they can be used to compensate for the error in vehicle position due to the tilt of
the vehicle. Although these systems give additional useful information, they are more
expensive since they require additional antennas.

If only one antenna is used, inertial sensors or tilt sensors can be used to correct for the
position of the antenna when the vehicle is operating through uneven terrain. Tilt sensors
use accelerometers to measure the tilt angle of the vehicle by measuring the change in
direction of the pull of gravity on the vehicle. Once the pitch and roll of the vehicle are
know, the GPS location can be transformed into the vehicle coordinate system to deter-
mine the exact location of the vehicle.

GPS systems vary in accuracy and cost when used with different guidance strategies,
including operator assist guidance systems, such as light bars, to completely autonomous
vehicle systems. GPS systems that use freely available differential correction signals 
are accurate enough to use with the operator-assisted guidance systems. The fee-based 
differential correction signals provide enough accuracy to guide semi-autonomous 
vehicles for planting and spraying applications. However, RTK-GPS systems are often
required when centimeter-level accuracy is needed for such operations as cultivation.

4: Farm Machinery Automation for Tillage, Planting, Adams 83



4.4.2 Machine vision

Machine vision can be used for several aspects of guidance, including line following,
row following, and safety. Often, material handling robots in factories follow lines painted
on the floor. The factory robots use a vision sensor to look at the line painted on the floor
that has substantial contrast to the floor. A camera constantly monitors the line by com-
paring the intensity of the line to the intensity of the floor. Based on the location of the
line in the image, the ECU steers the robot left or right as it moves through the factory
along the line.

In row crops, machine vision can be used to identify the location of the crop and guide
the vehicle relative to the rows for cultivation or spraying operations. Typically, near infra-
red (NIR) cameras are used to detect the plants, since the chlorophyll in plants is highly
reflective in the NIR range. Different image processing techniques are used to separate the
plants from the soil and determine the location of the rows in the image. The ECU con-
verts the row location into the tractor coordinate system and steers the tractor to minimize
crop damage. The vision guidance systems often look ahead of the vehicle to determine
any curvature or change in the path of the rows. The ECU can then position the vehicle
to enter the corner in a position that will reduce crop damage beyond what can be done
if the rows were sensed closer to the vehicle.

In addition, the machine vision system can also be used to determine other information,
such as crop health and weed infestation. Plants reflect light differently, depending upon
their health. This is often related to nitrogen or other deficiencies in the soil nutrients. If
plants are detected between the rows, they are usually weeds. The density of the weeds
between the rows can be used to identify locations in the field where pesticides need to
be applied to the crops to reduce weed pressure and improve yield when nutrient defi-
ciencies are identified. The producer can then return to the area in the field, take soil
samples to determine the problem, and apply fertilizer or chemicals to correct the defi-
ciency. Some researchers have developed systems that automatically vary the rate of fer-
tilizer or chemical application, as areas of poor crop health or weed infestation are
identified as the vehicle travels across the field.

Another type of machine vision system that can provide 3-D information on the sur-
roundings is a stereovision system. A stereovision system works similarly to human depth
perception. Two cameras are placed at a known distance apart. When a point in the image
is detected at one position in the first camera, and another position in the second camera,
triangulation can be used to determine the distance of the point from the cameras. The 3-
D information can be used to help identify the location of the rows with respect to the
vehicle, since the 3-D image of the crop height makes the rows easier to locate when they
are difficult to segment into rows and soil in a conventional 2-D image.
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4.4.3 Dead reckoning

Imagine turning off the light at night and walking toward the bed when you are unable
to see—this is dead reckoning. As dead reckoning is used to traverse longer distances, the
likelihood of arriving at the desired destination is reduced. It might be easy to go from the
light switch to the bed, but it is more difficult to go from one end of the house to the other
without bumping into anything.

Dead reckoning is not a good form of guidance, but it can be used for short spans of
time when other sensors fail. Dead reckoning typically uses the vehicle speed and steered
wheel position to determine where the vehicle is heading. When other sensors are lost, the
speed and direction can be integrated to estimate the current vehicle position. Unfortu-
nately, any error in the sensors is also integrated, creating a larger error as time increases.

4.4.4 Inertial

Inertial sensors can also be used to dead reckon. However, they require double inte-
gration of the linear and angular acceleration, leading to large position errors over time,
depending on the accuracy of the sensors. There are some gyroscopes (ring laser gyro-
scopes) that are very accurate and stable over time, which are used to guide aircraft and
submarines; however, they are very expensive. Lower-cost gyroscopes (fiber optic gyro-
scopes) still have good accuracy to supplement a sensor such as GPS, but they cannot be
used to guide a vehicle over long distances.

One of the earlier guidance systems, patented for use on tractors, used a mechanical
gyroscope to keep the tractor moving in a straight line. Unfortunately, mechanical gyro-
scopes have friction in the rotating parts that cause drift over time, and they have never
proved to be a commercial success for guidance systems on agricultural vehicles.

4.4.5 Crop feelers

In some situations, feelers can be used to detect the row and guide the vehicle down
the row. Feelers are most effective when used with mature, woody crops such as cotton
or corn because the feelers can firmly maintain contact with the stalks without breaking
them. Using crop feelers to ensure that the cotton picker stays centered on the row for
optimum picking efficiency is commercially successful and is offered as an option on new
equipment from the manufacturers.

Most crop feelers use wands on opposite sides of a row that are spring loaded and
deflected as a plant comes near. A sensor is mounted to the wand to determine the posi-
tion of the wand, and thus the position of the row of plants. The ECU looks at the posi-
tion of the sensors on both sides of a row and steers the cotton picker to keep the drums
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centered on the row. Feelers are also used to guide cultivators and other implements in
standing crops by similar means.

4.4.6 Furrow following

The earliest tractor guidance systems used a wheel or feeler to guide the vehicle along
a plow furrow. A wheel follows the edge of the furrow and steers the tractor to keep it
parallel to the furrow. Over the years, the furrow following guidance systems have been
adapted to work using furrows from planter markers and bedded crops. Many patents have
been granted on furrow following guidance systems for agricultural vehicles.

Modern furrow following systems use techniques similar to crop feelers to guide the
vehicle. The wheel or sled that runs in the furrow is attached to an arm that pivots about
a point on the tractor. As the arm moves to the right or left of the center position, the ECU
steers the tractor to keep the implement centered on the rows.

4.5 Challenges Facing Autonomous Vehicles

There are several obstacles preventing the adoption of autonomous vehicles, the most
notable being safety and liability. The safety of the environment, including human
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bystanders, and the machinery itself is the most serious shortfall of current autonomous
vehicles. Some sensors can be used to detect people and the surrounding environment, 
but they still cannot compare to the awareness of a human operator. Because of this
reduced awareness, liability associated with the failure of the autonomous vehicle system
falls back on the manufacturer of the vehicle. Needless to say, manufacturers are not
willing to risk the liability to produce fully-autonomous vehicles because the costs of the
vehicle would be too high to cover the costs of the liability, with the present state of the
technology.

4.5.1 Safety

Safety is the most important aspect of autonomous vehicles. There are two types of
safety associated with autonomous vehicles: the safety of the environment from the
autonomous vehicle, and the safety of the vehicle from damaging itself. In order to operate
safely in an environment, the autonomous vehicle must be able to recognize an obstacle,
including bystanders, and take action to avoid the obstacle or cease operation until the
obstacle is removed. The vehicle must also be able to operate without damaging itself, by
evaluating its own health, and recognizing the limits of its capabilities. Many of the sensors
and systems for monitoring health are already built into the electronic controllers on
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current vehicles. Other sensors must be added to evaluate the environment and assess the
vehicle capabilities.

There are many safety sensors that can be installed on a vehicle to allow it to be more
aware of its environment so it can operate safely. These sensors are used to detect changes
in terrain, detection of obstacles, human presence detection, and vehicle capability assess-
ment. Typical safety sensors used include, but are not limited to, machine vision systems,
GPS, RAdio Detection and Ranging (RADAR), LIght Detection and Ranging (LIDAR),
ultrasonic sensors, microwave sensors, and tactile (feeler) sensors.

Several different forms of machine vision systems can be used to detect obstacles near
autonomous vehicles. The vision systems for guidance discussed earlier can also be used
to detect obstacles. However, the obstacles must be taller than the crop, and they must
have features that allow them to be differentiated from the crop. Detection systems for
human presence often use Infrared (IR) cameras that can sense the heat from the human
body and segment the human (or other animal) from the background based on the tem-
perature. Obviously, IR system will have some limitations as the ambient temperature of
the environment nears that of the human body.

GPS can be used to impose safety boundaries on vehicles. The ECU of the guidance
can monitor the position of the vehicle and stop the vehicle if it ever crosses a boundary
set by the operator. This limits the damage the vehicle can do to the environment within
the boundary, such as a field, and reduces the risk that the vehicle poses to the environ-
ment. The GPS system can also be used to locate an obstacle before the vehicle even enters
an environment, and ensure that the vehicle recognizes the obstacle and takes appropriate
measures to avoid it.

The 3-D LIDAR sensors can be used to make a 3-D map of the terrain in front of the
vehicle. This 3-D map can be used to identify changes in contour, such as ditches or steep
slopes, which may upset the vehicle or cause the vehicle to become stuck. In addition,
LIDAR sensors can detect 3-D obstacles that may be in the path of the vehicle. LIDAR
sweeps a laser in a 2-D pattern across the area and records the distance to each point. Since
a discrete number of points are observed, LIDAR may not reliably detect porous or trans-
parent objects, such as fences. The resolution of the LIDAR can be increased to detect
smaller objects. However, the update rate of the sensor slows down and the amount of
data to be analyzed increases, both decreasing the utility of the system. RADAR systems
emit radio signals instead of light pulses and measure the time that is required for them
to bounce off objects and reflect back to the sensor. Since the RADAR is less focused than
the LIDAR, it can often see small objects that LIDAR might not detect, particularly at
longer distances, depending on the resolution of the LIDAR.

Ultrasonic sensors, microwave sensors, and tactile sensors are typically used to detect
obstacles, human presence in particular, very close to the vehicle. These sensors often only
have a range of a few feet, except the tactile sensors that require physical contact. These
sensors are useful close to the vehicle because of their versatility and low cost, which the
other sensors cannot detect because of their range, versatility, and low cost. A disadvan-
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tage in agriculture with these sensors is that they often give false positive detections due
to the crop, causing the vehicle to stop unnecessarily.

If the vehicle has an operator on board, the operator is able to take control of the vehicle
at any time. This adds an enormous amount of safety to the vehicle, since human opera-
tors have an unparalleled ability to look at the surroundings and identify hazards. When
the human operator perceives a hazard, the vehicle guidance system can be disabled and
the operator can stop the vehicle or take action to avoid the hazard. Until autonomous
vehicles can identify hazards with human-like perception, human operators will still be
used on vehicles with semi-autonomous guidance systems to ensure the safety of the envi-
ronment and the vehicle, unless the situation poses a substantial risk to the operator.

4.5.2 Liability

If there is no operator on the vehicle, all of the liability will fall on the manufacturer.
In tightly-controlled factory environments, safety sensors can be installed on autonomous
vehicles to allow relatively small vehicles to operate safely in a factory or office environ-
ment. However, agricultural vehicles operating in the field are subject to unknown condi-
tions that increase the risk of damage to the environment and the vehicle.

The size of the vehicles increases the liability since the vehicle can do more damage to
property. A small factory robot that weighs several hundred pounds and has very little
power and a very slow speed can still do some damage to the environment. However, the
amount of damage that can be caused by a 25-ton agricultural vehicle with 500 horse-
power capable of traveling at higher speeds is much more substantial—there is not much
that could stop it.

In some situations, the liability of the autonomous vehicle might be outweighed by the
liability of exposing a vehicle operator to a dangerous situation, such as clearing mine-
fields. Minefields are often cleared by hand, where a specially trained person slowly locates
and tediously diffuses the mine. An alternative is to mechanically explode the mine.
Special machines have been designed to travel across minefields and explode the mines
using large blades or flails. These machines would be a good possibility for a fully-
autonomous vehicle. Unless the situation poses a great risk to the operator, there will still
be operators on the vehicles to help ensure the safety of the vehicle and environment and
reduce the liability to the manufacturer and producer.

4.6 Summary

The shifting of society to an agrarian system, then to an industrial society with popu-
lations mainly located in urban areas, has reduced the availability of agricultural labor 
and caused an increase in the mechanization of agricultural machinery. Agricultural 
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mechanization started with the steam powered reapers and traction engine, then advanced
with the invention of mobile hydraulics and electronic control systems that are used in
modern machinery today. These systems can be combined with various sensor systems,
including GPS, to help guide and automate the vehicles to improve their efficiency, reduce
crop damage, and improve crop yields through better cultural practices.

The four different classifications of vehicle guidance systems include manual, operator
assisted, semi-autonomous, and fully-autonomous guidance systems. Manual systems 
use an operator to steer the machinery based on their perception of the environment. 
Operator-assisted guidance systems use a sensor such as GPS to determine the location of
the vehicle and display a visual cue such as a light bar, indicating that the operator should
steer the vehicle left or right based on the measured position of the vehicle. Semi-
autonomous guidance systems expand on the operator-assisted systems by generating a
signal that actually steers the wheels of the vehicle. The operator is still present to ensure
the vehicle is functioning properly and safely. A fully-autonomous vehicle integrates all
aspects of vehicle monitoring and control into a single, autonomous system. The vehicle
must interact with its surroundings to ensure that it does not damage itself, the environ-
ment, or bystanders.

Several different technologies can be used or combined to provide reliable guidance
systems for mobile vehicles. The most common guidance systems use GPS to find the
location of the vehicle and provide input to the operator or steering system to guide the
vehicle along a desired path. Dead reckoning or inertial guidance systems can be used to
improve the GPS signal or to allow the vehicle to continue operating for a small amount
of time if a temporary loss of signal occurs. However, they cannot be used for extended
periods since any bias in the system causes errors to grow over time. Some forms of guid-
ance systems focus on guiding the vehicle relative to the crop. Machine vision, crop
feelers, and furrow followers identify the row or furrow and steer the vehicle to follow
the row or furrow, or a parallel path. Many technologies have been developed to aid in
guidance systems for agricultural environments, and some are commercially available to
agricultural producers.

There are, however, several challenges facing the use of autonomous vehicles. Safety
is the largest challenge since present systems cannot compare to human operators in their
perception and understanding of the environment around the vehicle. Since an autonomous
vehicle cannot match the perception of a human operator, the machinery manufacturer and
the agricultural producer would face a large amount of liability for any failures in the
vehicle. For these reasons, operators will be used in agricultural vehicles until the per-
ception systems improve, except in situations such as removal of land mines, which pose
a danger to the operator.
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5 Grain Harvesting Machinery Design

H. Mark Hanna and Graeme R. Quick

Iowa State University, Ames, IA, USA

5.1 Introduction

Seeds come in an immense variety of shapes and sizes. Small grains include wheat and
rice as well as small and slippery oilseeds such as flax and canola. Large seeds include
grain corn with seed on ears, soybeans, and other beans in pods. Plant height varies from
ground-hugging peas to elevated ears on tall cornstalks. Such wide variations create unique
demands for harvesting machinery. All these crops from oilseeds, grass, and clover seeds
through to large fava beans are mechanically harvested with combines and mechanical
threshers. The term “grain” will be used here to include all types of seeds.

5.2 History

Until the nineteenth century, most grain was harvested by cutting with a sickle or scythe,
then manually flailed or beaten to break the bond of the grain with the stalk, then win-
nowed to separate the grain from material other than grain (MOG). In the developing
world, these practices or the use of small stationary threshers are still in use for rice and
other grain harvesting. Stationary threshers emerged at the time of the Industrial Revolu-
tion. The design generally used a tangentially-fed rotating cylinder to beat material and
break the bond between grain and stalk, followed by a screen or sieve that allowed smaller
grain pieces to pass through and separate grain from MOG. Those threshers were powered
by humans, animals, or water and later by engines.

During the nineteenth century, mechanical reapers and binders were developed to cut
and windrow grain for field drying. The sheaves were then hauled to stationary threshers.
Around the start of the twentieth century animal-drawn machines, “combines,” were
developed that integrated cutting, threshing, and separating wheat and small grains. The
necessities of World War II hastened the adoption of self-propelled combines.

Corn was initially harvested by hand picking ears after drying in the field. Such 
manual corn harvest was labor intensive. Early in the twentieth century, Grandpa Sallee
hand picked about 0.4 acres per day. The important job of harvest was a family affair
(Grandma Sallee would get a kiss if she found a rare ear of corn with red grain during
hand picking).
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Mechanical ear corn pickers were commercialized in the United States during the 1930s
and had been commonly adopted by World War II when labor was scarce. Prior to World
War II, the processing components on small grain combines were not yet rugged enough
to harvest corn. Corn pickers were either pulled by tractor or tractor mounted. Snapping
stalk rolls that pulled down cornstalks and snapped off ears were necessarily aggressive
but not shielded. Many farmers lost an arm or hand or were caught in the rolls while trying
to unplug stalks with the picker still running. Snapping rolls were later shielded by 
stripper or deck plates. Ear corn was commonly stored and further dried by natural air in
a crib with gaps between side boards. Corn was fed locally to livestock or threshed by a
stationary thresher before entering the commercial grain trade. Although seed corn is still
commonly mechanically harvested by ear followed by carefully-controlled storage, then
stationary threshing of seeds from the ear at a central location, handling the full ear doubles
the amount of material that must be stored and handled. In the 1960s, advances in artifi-
cial corn grain drying, and more rugged threshing and separation components in combines,
transformed corn harvest from ears to field-shelled grain.

5.3 Machine Design: Pre-harvest Issues

Harvest equipment design criteria and operation are affected not only by the type of
crop but by the limited time available for harvest and cultural practices associated with
the crop. Grain and oilseeds rapidly mature in just a few days before harvest. Grain mois-
ture content drops rapidly as the plant matures. Unless the grain is artificially dried, harvest
is delayed until moisture content is low enough to avoid spoilage during the time the grain
will be in storage. However, if seeds and plants are left in the field too long, pre-harvest
field losses occur from storms, lodging plants, or grain falling on the ground. Also, growers
are financially penalized for selling grain if moisture content is less than that of official
market grain grades. In some crops, re-wetting by rain also can create storage and/or
quality problems. Optimal field harvest conditions are governed by the weather. This
creates considerable pressure to complete harvest in a short time period before the crop is
lost in the field or spoilage occurs. For rice, that optimum period may be just three days.

Cultural practices affect harvest conditions. Stalk strength (small grains, corn) or seed
placement on the plant (beans) differs with variety or hybrid. The date of planting and
approximate days to plant maturity affects how quickly a crop will be ready to harvest.
Densely planted populations may promote stalk lodging. Row spacing determines corn
head geometry. If weed management strategies have not been effective, large green weeds
can overload and plug harvest equipment. Machine design has to cater for all these 
conditions.

Grain end-user requirements also influence harvesting equipment design and settings.
Grain may be used for livestock feed, human food, fuel (e.g., ethanol production), seed,
industrial, or other purposes. Grain damage occurs during threshing, separating, and han-
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dling. Unless grain is used immediately for livestock feed, most grain buyers want damage
limited to a prescribed standard. Besides a general market standard, the buyer may require
a lower damage level for particular uses. Grain may also need to be segregated or “iden-
tity-preserved” for some uses (e.g., seed, food, higher-value industrial uses) and that
demands a thorough clean-out of the combine before harvesting another crop.

5.4 Performance Factors

Aside from cost, grain harvesting machinery is rated by the following five performance
factors: throughput capacity, losses, grain quality, ease of operator use, and economics.
Throughput is the time rate of plant material processed by the equipment, usually meas-
ured in tons of grain or MOG per hour. Loss is the percentage of grain processed that exits
the machine without being captured as harvested grain. As throughput increases to high
levels, loss increases due to inefficiencies in collection or separation. The American
Society of Agricultural and Biological Engineers (ASABE) defines combine capacity as
throughput at a specific grain loss level (e.g., 1% corn loss, 3% rice loss; ASABE, 2005).

Grain quality may be defined by grain grading standards (such as amounts of foreign
material and cracked or broken grain) or also include visible damage to the seed coat.
Field efficiency, the percentage of time the combine is actually harvesting in the field, is
used along with combine width and speed to determine acres per hour of field capacity.
Operator performance is affected by machine comfort, controls, noise, visibility, ease of
settings, etc. Finally, economic factors such as the cost of capital, repair/maintenance, and
fuel costs are used to estimate total operating costs.

Functional components of a combine include the crop gathering system, conveyors,
thresher, and separator (often combined) to separate threshed grain from stems and stalks,
the cleaning shoe to remove small/light material, and a storage bin to hold clean grain
until it is unloaded on to a transport vehicle to be moved from the field. Materials han-
dling equipment (conveyors) are required to move crop material throughout the machine.
Engine power is required for all these functions as well as significant amounts for the
ground drive system, straw chopper, unloading auger, and cab air conditioner (Kutzbach
and Quick, 1999).

5.5 Heads: Grain Platforms, Corn Heads, and Strippers

Gathering head capacity determines combine throughput. Because threshing, separat-
ing, and cleaning mechanisms must operate at constant speeds, travel speed is adjusted by
a variable speed drive to the crop intake capacity of the head while the engine throttle is
fixed by requirements of the separator and shoe. The head must gather all grain into the
combine and enough other plant material to cushion the grain during threshing.
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Direct cutting grain platforms consist of a cutterbar, reel, and platform auger (Figure
5.1). The cutterbar has a series of knife sections oscillating back and forth through knife
guards. Standard knife and guard sections are 3 inches wide with each knife oscillating
from directly under one guard to directly under an adjacent guard (i.e., knives are “in reg-
ister”). If the cutterbar is not linearly adjusted so the knife sections stop directly under
guards, it is out of register and rough cutting of plant stems will occur. A variation is the
Kwik-cut style of cutterbar using 1.5-inch knives and guards with a 3-inch stroke for
double cutting.

Cutterbar height affects the amount of plant material entering the combine. Small grain
cutterbars are fixed on the grain platform and the operator endeavors to cut the crop just
under the plant heads. For soybean harvest with bean pods close to the ground, a floating
cutterbar is used with height control to sense ground position and flexibility, to follow
ground contours on wider heads. Forward travel speed can be limited by cutterbar speed,
as the cutterbar must oscillate more quickly to cut plant stems as the head moves forward
at faster ground speeds.

The reel controls feeding of the upper part of plants into the grain platform. Bats on the
reel push the top of plants over the cutterbar to aid cutting and sweep the material across
the platform. For soybean or rice crops, pick-up fingers are often added to the reel to help
lift and pick up lodged crop. The center of the reel is slightly ahead of the cutterbar. If
pick-up fingers are used, the reel should be positioned so that fingers clear the cutterbar
by at least 1 inch for all conditions (also in the uppermost flexed position of flexible 
cutterbars).

Peripheral reel speed should be slightly faster than ground speed in good harvesting
conditions. The dimensionless ratio of peripheral reel speed to ground speed is the reel
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index. An average setting is about 1.25, but reel speed controllers should have the ability
to vary the reel index from about 1.1 to 2.0, with faster speeds being used to more aggres-
sively gather lodged crop into the head.

The platform auger takes cut crop material away from the cutterbar and moves it into
the feederhouse for feeding into the threshing area. Retractable fingers in the center alter-
nately pull the crop into the center and retract for release to the feeder. Ability to adjust
the auger position can help feeding. The auger should be low enough to efficiently move
crop material without plugging. However, too low a position may damage grain pinched
between the platform and steel auger flights. Moving the auger slightly forward may be
beneficial in short crops to aggressively pull material away from the cutterbar area.

A windrow pick-up header using conveying belts may be used in crops that have been
previously cut and windrowed for additional drying before threshing. Draper platforms
(using rubberized belts to cross convey instead of an auger) are popular for small grains
as they increase capacity by smoother heads-first feeding.

Stripper heads are sometimes used for rice and small grains. The stripper rotor has a set
of combing teeth, which literally comb grain heads from stems. The rotor is covered by a
hood to prevent grain flying away from the head. A platform auger gathers material into
the feederhouse to the threshing area. The advantage of the stripper head is that it greatly
reduces MOG entering the combine. This allows greater throughput and forward speed.

A corn head has individual row units designed to strip the ear from the stalk and gather
it into the machine (Figure 5.2). Six-, eight-, and twelve-row corn heads are common, but
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larger and smaller heads are also made, by short-line manufacturers. The head should be
matched to row spacing (commonly 30 inches) to avoid machine losses during gathering.
Cornstalks are pulled down by stalk rolls and the ears are snapped off as they strike strip-
per plates (also called deck or snapping plates) that shield the stalk rolls (Figure 5.3). Gath-
ering chains on top of the stripper plates pull the snapped ears to the platform cross auger
with the auger feeding ears into the feederhouse. Snouts of lightweight plastic or sheet
metal divide crop rows and cover operating parts. Gear boxes under the platform drive
individual snapping rolls and gathering chains.

Several adjustments and options affect corn head operation. Stripper plates should be
adjusted to cover enough of stalk rolls to avoid butt-shelling of kernels from ears but not
so close as to pinch and break off upper portions of corn stalks. Stalk roll speed should
be adjusted to travel speed so that ears are stripped about halfway up the stripper plates.
Gathering chain speed should match ground speed to bring stalks uniformly into the head.
The leading edges of the head, or snouts, should operate a few inches above the ground
unless lodged corn requires them to float on the surface for dividing the crop. Newer equip-
ment offers in-cab controls for many of these manual adjustments and one manufacturer
makes spring-loaded stripper plates that automatically compensate for stalk size 
on-the-go.

Options available with many heads include variable speed operation (to match crop
gathering with travel speed), a head reverser to help dislodge or unplug crop, slip clutches,
and other various safety and/or functional features. Automated steering helps to increase
field efficiency when using wider heads or to stay centered on the row. Row-crop heads
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to harvest individual plant rows similar to a corn head have also been used to harvest soy-
beans and grain sorghum. Because of the toughness and size of corn stalks, stalk shred-
ders are sometimes used under the corn head. Shredding is done by separate rotary knife
units, or limited additional shredding may be done by knife-type stalk rolls. An after-
market reel is occasionally mounted above the corn head in lodged crop conditions.

5.6 Feederhouse

The feederhouse or “feeder” (Figure 5.4) transports grain from the head to the thresh-
ing area. Large chains with cross slats fastened to them pull material along the bottom of
the housing of the feederhouse into the threshing area. Chain position, tension, and speed
should be adjusted to uniformly take material from the head. The height position of the
front drum around which the feeder chains operate should be adjustable to accommodate
different crop sizes (e.g., wheat versus corn) and crop volumes due to yield or the amount
of plant material moved through the combine. Many combines have a rock trap in the
feederhouse or close to the top end of the feederhouse.

5.7 Cylinder or Rotor and Concave

Action in the threshing area both detaches (threshes) grain from other plant material by
impact and rubbing and separates the detached free grain from other crop material. Both
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Figure 5.4 Feederhouse connecting head to combine threshing area.



major styles of threshing mechanism move the crop between the surface of a rotating cylin-
der and an open-mesh concave. Cylinder threshing (Figure 5.5) is sometimes termed con-
ventional threshing as it is used on all types of crops and early forms of the design were
used in the first stationary mechanical threshers. The crop is tangentially fed between 
the underside of a rotating cylinder and a crescent-shaped, open-mesh concave surface
wrapped around the underside of the cylinder (Figure 5.6). The cylinder axis is perpendi-
cular to crop flow. Grain is rapidly threshed near the entry point and separates from straw
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Figure 5.5 Cylinder-type of combine threshing.

Figure 5.6 Rear of concave underneath cylinder (note clean grain augers underneath in
foreground).



(i.e., other plant material) as it progresses along the concave path. In good conditions,
70–90% of the grain may be separated at the concave. The rate of separation decreases
near the rear sections of the concave as considerable amounts of free grain have already
been separated. A rotating beater strips material flow at the rear of the concave to prevent
back feeding of the cylinder. This material falls on to straw walkers for further separation.
In some variants, multiple cylinders are used in place of straw walkers for separation and
threshing of unthreshed heads.

Rotary threshing uses a larger-diameter rotor surrounded by an open-mesh concave
(Figures 5.7 and 5.8). Crop material travels in a spiral path (may be guided by vanes in
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Figure 5.7 Rotary-type of combine threshing.

Figure 5.8 Concave around rotor with clean grain augers underneath.



the concave) several times around the rotor during processing. Most rotor designs are
axially-fed with the rotor axis parallel to main crop flow. Transitioning crop flow from the
feeder chain into the entry of the axial flow rotor is often aided by some means to redi-
rect the flow path into the rotating spiral (e.g., guiding vanes, rotor extensions, or a beater).
Variations are to use two rotors or to feed the single rotor tangentially with the rotor axis
perpendicular to the crop flow path at the rotor entry point. Centrifugal action during a
longer flow path is used to separate grain after threshing. The front section of the rotor is
used for threshing, whereas the middle and rear sections perform centrifugal separation.

On the cylinder surface or on the front threshing section of the rotor, a series of rasp
bars are mounted to strike and feed the crop material. In tougher, greener stem harvest
conditions, spiked tooth rasp bars (or specialty rotor sections) are commonly used—for
example, in rice—to move material through the threshing area between rotor/cylinder and
concave. Threshing occurs by impact of grain at high speed with metal surfaces and by
rubbing of grain against other grain and crop material. Grain damage is reduced when this
“grain-on-grain” or other crop material threshing occurs rather than grain being struck by
metal.

Grain quality is directly impacted by rotor or cylinder speed and concave clearance set-
tings. Appropriate peripheral thresher tip speed varies for different crops and field condi-
tions. Typical peripheral speeds are 50 feet per second for corn or soybeans and 100 feet
second for small grains such as wheat and oats. A general recommendation is to increase
cylinder or rotor speed to just below the point where grain quality is adversely affected.
Concave clearance should be narrowed to just the point where threshing is satisfactory
without adversely impacting grain damage. Although threshing increases with increased
rotor/cylinder speed and decreased concave clearance, grain damage greatly increases in
order to thresh the most resistant grain heads. Grain damage increases with the square of
rotor/cylinder speed. To quickly adjust speeds a variable speed drive (e.g., belt or hydro-
static transmission) is used.

Rotary type threshing mechanisms have been widely adopted since the 1980s on corn,
soybean, and rice, where grain damage may be less affected across a somewhat wider
range of rotor speeds (Newberry et al., 1980; Paulsen and Nave, 1980). Lower centrifu-
gal force can be used with a larger-diameter rotor and longer concave. Cylinder type
threshers have been more frequently used over a wide range of crops and conditions that
may have difficulty in feeding at the rotor entry point or have excessive straw breakage
in rear sections of the rotor. The amount of separation generally increases with concave
length along the cylinder, but straw breakage increases, which results in a greater load on
the cleaning system. Cylinder width is limited by road travel requirements of the combine
chassis to about 5.5 feet. Feeding of non-uniform or “slugged” material can be impacted
by rotor/cylinder moment of inertia (i.e., size and configuration). Both types of threshing
mechanisms have advantages and limitations depending upon the harvest situation.
Threshing performance criteria include throughput, separation, grain damage, threshing
loss, and straw breakup.
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5.8 Separation: Straw Walkers and Rotary Separation

Although much of the grain has been separated from other crop material in the thresh-
ing zone, MOG leaving the threshing area still must be processed to remove further grain
in order to reach the performance criteria the customer expects (e.g., 1% or 3% total grain
losses). There are two separation processes commonly used: gravity-dependent straw
walkers or rotary separation.

Straw walkers (Figure 5.9) are sieve sections that oscillate up and down to literally shake
remaining grain from the mat of MOG. Each section may be about 10 to 14 inches wide
and 25 to 45 inches long, with a rake of teeth projecting above each side to help keep
larger straw above the sieve. MOG enters the straw walkers from the beater stripping the
threshing cylinder. MOG then passes over four to eight oscillating perforated sections over
a distance of up to 16 or 18 feet before exiting the rear of the combine. The number of
sections across the width or along the length of the straw walkers is limited by the chassis
size of the combine, which in turn is limited by road transport width and length.

Grain is separated from MOG in the straw walkers by gravity as the individual shakers
oscillate on crankshafts at about 200 rpm with a throw of 2 to 3 inches. Larger straw, stems,
and other material “walk” toward the rear exit of the combine, while heavier grain falls
through the sieves. This grain is routed to the cleaning shoe by augers or a stationary,
sloped grain pan underneath the straw walkers.

Rotary separation is commonly used in conjunction with rotary threshing and accom-
plished in the mid- and rear-sections of the rotor or rotor pair, as MOG continues to spiral
between rotor and concave. Rotary action results in centrifugal separation as heavier grain
flies through the concave. Forces can be 50g to 100g or more, with orders of magnitude
higher than in straw walkers. Rotary separators often use helical transport vanes to guide
MOG in a spiral movement. Directed flow by the vanes helps to avoid plugging and if
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Figure 5.9 Straw walkers.



vanes are adjustable, they may be used to increase or decrease the number of spirals or
amount of time MOG spends traveling around the rotor.

Rotary separators require more power than straw walkers as they grind away on the
straw but grain damage may be acceptable over a wider range of speeds, and separation
forces are greater. The greater propensity for straw breakage in rotary separators is usually
not a problem in corn, soybeans, or rice, but for this reason a rotary separator may not be
as versatile in some other small grain conditions with drier straw (e.g., wheat, oats, barley)
when excessive straw break-up can overload the cleaning shoe. Compared with straw
walkers, rotary separators have high separation capacity within a smaller machine chassis,
reduced moving parts and drives, lower vibration, and lower combine weight. The high
moment of inertia of a large rotor can help if crop flow becomes non-uniform with “slugs,”
but if a rotor becomes plugged with crop material it can be more tedious to unplug and
clean than straw walkers, unless a powered rotor reversing system is incorporated.

5.9 Cleaning Shoe

Grain from the threshing or separating areas still contains smaller pieces of broken straw,
chaff, weed seeds, and dirt. To further clean grain by separating it from these smaller
pieces, material is processed by the cleaning shoe. The cleaning shoe consists of a grain
pan or bed of clean grain augers, fan, two or three oscillating screens or sieves (Figure
5.10), and a tailings return system. Grain is conveyed (often in a bed of augers) by the
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grain pan under the thresher into an air stream generated by the fan and on to the top sieve
(chaffer).

Grain is separated from chaff and other materials by both pneumatic and mechanical
forces. Cleaning makes use of the greater density and terminal velocity of grain than chaffy
materials. Air flow from the fan should be greatest near the front of the chaffer screen and
reduce as it reaches the rear of the sieves. Air flow is directed by a wind board. Newer
cleaning shoes have split air streams so that an initial higher velocity air stream is chan-
neled in a pre-winnowing process to the front of the chaffer to help fluidize the mat of
grain entering the sieves.

Air flow is critical and should be increased as crop flow increases to fluidize the crop
mat, allowing grain to work its way downward through the mat to the sieve openings. Too
high air flow allows grain to be blown out through the rear of the shoe. Too low air speed
does not allow chaff to separate but keeps it embedded with grain in bulk flow of the 
crop mat.

Heavier grain falls through the top chaffer sieve and lower sieve to a clean grain cross
auger at the bottom of the combine. Heavy particles that have not been blown out the rear
of the shoe but that fall through an extended sieve at the rear end of the chaffer drop into
the tailings return cross auger for re-threshing. Tailings material should be primarily
unthreshed grain with minimal whole grain present, otherwise threshed grain is subjected
to additional damage.

Proper setting adjustments for the cleaning shoe involve fan air flow and direction as
well as adjustments in sieve openings. Setting air flow is key and should normally be the
first adjustment. Air speed should be reduced from a relatively high level to the point where
grain is not blown out the rear of the shoe. Then the opening of the chaffer sieve should
be reduced until further closing would cause excessive grain in the tailings return. Finally,
the lower sieve opening should be set in the same manner as the chaffer sieve. Air veloc-
ity at the fan may be 20 to 25 feet per second. Air flow is more effective for separation
with an increasing vertical angle, although machine envelopes limitations restrict this
angle. Air flow should be uniform across the width of the shoe. Sieve openings are
adjustable either manually from the rear or by automatic control. Sieve opening is meas-
ured between the faces of adjacent vanes. Openings of both sieves should be related to
grain size, with the chaffer having a slightly larger opening.

Typical values for sieve oscillations have a frequency of 4 to 6Hz with an amplitude
of 0.75–1.5 inches. The fluidized crop mat should evenly diffuse grain and chaff. As the
mat is subjected to upward air flow and oscillating sieves, heavier grain moves to the sieve
openings in a convection-like process. A separation theory in the cleaning shoe by diffu-
sion and convection has been developed (Kutzbach and Quick, 1999).

When the combine is operated on slopes, the crop mat tends to gravitate to the lower
side and become non-uniform. Separating ability is reduced as thickness of the crop mat
affects air flow and the distance grain must fall to sieve openings. In thin mats, excess air
flow can blow grain out the rear of the shoe before it drops through the sieves. In thick
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mats, air flow is reduced and the crop mat ceases to be fluid. Instead it becomes bulk flow
over the top chaffer sieve with little separation and a resulting overload on the tailings
return system. Combine leveling systems on hillside combines or self-leveling cleaning
shoes can be used on sloping ground to correct this problem.

5.10 Elevators: Clean Grain and Tailings

From the cleaning shoe area, clean grain is transported horizontally by auger to one side
of the combine chassis and then up to a clean grain storage tank (Figure 5.11) at the top
of the combine. Grain falling into the tailings return system at the rear of the cleaning shoe
is transported horizontally by auger to one side of the combine and then delivered back
to the front of the thresher for re-threshing.

5.11 Grain Bin and Unloading Auger

Ever increasing crop yields have resulted in larger clean grain tanks (i.e., mobile storage
bin) on combines. Grain tanks hold at least 150 bushels, but may hold over 400 bushels
(Figure 5.12), depending on which combine class the machine fits into. Panels (extensions
or hungry boards) attached to the top edges of the grain tank are often used to increase
grain tank capacity and the distance the combine may be driven before unloading. Some
extensions are designed to be folded down to prevent rain wetting the grain or when not
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Figure 5.11 Clean grain tank.



in use. A loaded grain tank adds considerable weight to the combine, almost all of which
is carried over the powered front axle. This impacts structural and drive requirements as
well as size of tires and wheels. Tires are overloaded and for that reason a combine should
never be operated in road gear speed with a full grain tank. Wide, floatation-type tires or
dual tires “straddling” rows or even rubber tracks are sometimes used to avoid excessive
soil compaction in wet conditions and field damage that could adversely affect subsequent
crops.

A high-capacity unloading auger (Figure 5.13) is required to quickly empty the grain
tank. If field conditions allow, unloading “on-the-go” into an accompanying truck or grain
cart traveling alongside, greatly enhances field efficiency. As combine threshing and sep-
aration capacity has increased, wider gathering heads have been needed to keep the
combine fully loaded. To allow clearance for grain transport vehicles alongside combines,
the auger must reach somewhat beyond the edge of the head when extended for unload-
ing. Unloading auger lengths now commonly exceed 20 feet. For safety and road trans-
port, the auger must pivot to fold alongside the combine when not being used for
unloading.

5.12 Other Attachments

Several attachment options are commonly used in different crop situations. For wider
heads and heavier crop material (e.g., cornstalks) a stalk spreader (Figure 5.14) with rotat-
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Figure 5.12 Large capacity grain tank with extensions on upper perimeter.



ing vanes or fingers is used to more evenly spread MOG across the soil surface. If straw
will not be picked up or baled, but instead is to decompose on the surface, a straw chopper
(Figure 5.15) with rotating knives at the rear of the combine shreds and sizes stems. A
lodged crop with downed stems in the field is more difficult to get underneath with the
grain platform cutterbar. In such cases, sloping extensions called crop lifters may be peri-
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Figure 5.13 Unloading auger extending and moving grain to transport cart.

Figure 5.14 Rotary stalk spreaders on rear of combine (courtesy of CaseIH).



odically mounted along the cutterbar to help lift stems. A pneumatic device known as an
air reel uses directed air near the front of the grain platform to blow small grain material
on to the platform. Wet field conditions, particularly common with rice harvest, reduces
the tractive ability of combine drive wheels. Specialized “rice” tires may improve traction
in wet, plastic soil conditions. To add to floatation and traction in muddier soil, tracks are
an option.

5.13 Operator’s Station, Adjustments, 
and Monitoring Systems

Nowaday, numerous control and monitoring systems are used to facilitate a safe effi-
cient grain harvest and maintain grain quality. Electronic systems control hydraulic or
mechanically actuated adjustments. A microprocessor within the system can be used to
both control settings and direct information to archival storage. In some cases, archived
information may be used to store successful machine settings so that they may be used
later in an operator or even machine learning process. Touch-screens used in some newer
combines can be customized to display a subset of 40 or more operating parameters so
that they can be conveniently monitored and adjusted.

Adjustments of head functions are often combined into a single operator joystick. Cut-
terbar height may be controlled by mechanical or ultrasonic sensors below the cutterbar.
Automated or “hands-free” steering for wide grain platforms or to stay centered on corn
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Figure 5.15 Rotary straw chopper in rear of combine.



rows reduces operator fatigue, allows faster overall speed, and reduces overlapping. Grain
loss sensors at the rear of the cleaning shoe convert grain impact on sensor pads to elec-
trical signals showing relative grain loss. Audible or visual warnings may be set to accom-
modate operation within a defined range for critical sensors.

Grain yield is commonly sensed near the top of the clean grain elevator by the force of
grain striking an impact plate. A speed sensor and head width sensor can be used to cal-
culate area harvested. Global positioning system (GPS) equipment can record field posi-
tion and also sense speed. Data storage can hold information on grain yield, moisture
content, and field position to create yield maps useful to the grower for crop management
decisions.

5.14 Field Performance

Desirable performance of grain harvesting equipment is usually evaluated in terms of
least machine losses, lower grain damage, and maximizing crop throughput. Unfortunately
these are conflicting goals. Optimal machine performance involves trading off acceptable
machine grain loss levels in the adjustment of threshing and separating equipment while
maintaining grain quality for customer specifications. For specific crop conditions there is
often a “sweet spot” of combine throughput, with enough crop material being processed
by the combine so that crop-on-crop threshing minimizes grain damage, but not so much
material that separation efficiency is sacrificed and crop is lost (Quick and Hanna, 2004).

Theoretical combine rate of work or field capacity (acres per hour) can be estimated by
harvested head width and combine travel speed but actual field capacity is often 60 to 70%
of this due to time spent unloading, turning on ends, operator delays, etc. A narrow time
window for optimal harvest puts a premium on high combine field capacity and machine
reliability. High combine field capacities with large combines may be limited not by the
combine but by the transport capacity of trucks and wagons available to remove grain
from the field. For corn, if the artificial drying capacity of the crop is harvested at a mois-
ture content much higher than needed for storage, this may limit harvesting rate.

5.15 Grain Damage

In the industrialized world, grain damage is most frequently assessed against govern-
ment market standards. There are specific end uses and end-use customers (e.g., food
processors) who have other requirements. Within bulk commodity market channels regu-
lated by government standards, the presence of both larger stems and unthreshed grain,
and smaller material at levels above standards, dock grain grade and quality. Grain protein
levels are another criterion for quality. Extremely small material that is not easily identi-
fied (broken grain pieces, dirt, weed seed) is lumped into the category of foreign material.
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Besides large residue and foreign material, for some grain varieties smaller pieces of 
identifiable broken or misshapen grain comprise one or more other categories (e.g., split
soybean seeds).

Government commodity grain standards assess damage by segregating different sizes
of particles with sieves or laboratory cleaning machines. Damage to the seed coat or invis-
ible internal grain damage is more difficult to quickly assess, but is particularly important
to some customers (e.g., the seed industry and food-grade processors). Significant machine
grain damage and loss also occurs when extremely small particles of ground-up grain dust
are blown from the rear of the combine. Such loss is invisible to standard measuring tech-
niques. However, it may be approximated by comparing hand-harvested yield to machine
yield plus visible machine losses.

5.16 Combine Trends

Modern combines continue to increase in size and power. Class 9 combines are now
marketed with engines exceeding 500HP to meet harvest timeliness demands, custom con-
tractor requirements, and increasing farm sizes.
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6.1 Introduction

As agriculture developed in the Middle East and other places, early farmers learned to
produce crops in quantities larger than the amounts needed for their immediate use and
the need for storage and handling methods arose. Grains and oil seeds provide large quan-
tities of carbohydrates and significant amounts of oils for human consumption and use.
Some grains can be consumed shortly after harvest and require little processing beyond
separation of the grain from other plant material. However, as agriculture grew in scale,
the need for methods to store and transport large quantities of grain developed. Today, the
grain consumed in industrialized countries is produced by only a small fraction of the
overall population by highly mechanized farming operations.

Agricultural grains, including the cereal grains such as wheat, corn and rice, and oil
seeds such as soybeans and canola, are alive and interact with their immediate environ-
ment. They must be stored, transported, and conveyed using methods that preserve their
quality as seeds, food stuffs, or raw materials. Storage can be for varying lengths of time,
ranging from short-term storage on farm for drying and waiting for advantageous market
conditions to long-term storage for strategic reserves. Storage can occur on farm or at large
commercial facilities.

On-farm storage is usually on a smaller scale than at commercial facilities. Grain on
farm is typically stored in cylindrical metal bins. Most of these bins are fabricated from
curved corrugated sheets that are bolted together. The size of on-farm bins grew over the
last part of the twentieth century and today some on-farm bins are over 100 feet in diam-
eter and some also exceed 100 feet in height, overlapping with the sizes of bins seen on
commercial operations. Flat storage of grain in warehouses is also often seen on farm for
temporary storage.

Commercial bins are typically much larger than bins used on farms. They are used at
central drying facilities located in grain producing areas, at mills and other processing
facilities, and at grain handling terminals located at railroad centers and ports. The larger
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bins used commercially are usually reinforced concrete cylinders. Some use of flat storage
is also seen, particularly at ports for short-term storage.

6.2 Materials

Agricultural grains are free flowing bulk materials and cohesion is usually not taken
into account in structural designs. Grains can develop cohesion when improperly stored
or handled, particularly under high moisture conditions when mold develops. A properly
designed and operated grain handling system will maintain grain in a free flowing state
so grain bins and hoppers are usually not designed to handle cohesive materials. Bulk
materials are semi-fluids that share characteristics with both solids and liquids. Bulk mate-
rials conform to the shapes of containers and display flow behavior similar to fluids, but
they also resist shear deformation in a manner similar to solids. When sizes of grain har-
vests grew in response to the mechanization of agriculture in the second half of the nine-
teenth century, large grain bins were constructed based on designs that treated grains as
fluids (Ketchum, 1907). Structural failures of several of these first large grain bins led
Janssen (Janssen, 1895) to develop a satisfactory method of analyzing pressures in large
grain bins.

Corn, wheat and soybeans are the major grain and oilseed crops grown and stored in
the United States. Significant quantities of rice, oats, barley, rye, sorghum, millet, sun-
flower, and canola are also grown and stored in bins. Wheat is generally considered to
impose the largest structural loads on bins and since it is impossible to predict what crops
will be stored in a bin over its lifetime, it is recommended that bins be designed for the
structural loads imposed by wheat (ASAE, 2005a).

6.3 Physical Properties of Agricultural Grains

The physical properties needed to predict grain pressures, packing behavior, and flow
behavior include the bulk density of the grain (W), the ratio of lateral to vertical pressure
(k), the internal angle of friction (j), and the coefficient of friction of grain on the bin wall
(m). Agricultural grains are handled and stored as bulk materials and the analysis of their
behavior overlaps many aspects of soil mechanics, which also treats soil as a bulk mate-
rial. The major differences between the two materials are produced by the much smaller
particle size of soils and the interaction of soil particles with moisture. The smaller parti-
cles display cohesion and interact with soil moisture content. Agricultural grains are larger
than soil particles and are stored and handled at low moisture contents.

Janssen’s equation (Janssen, 1895) is a model of the actual behavior of bulk materials.
This equation is based on a simplified slice of bulk material and assumes that all material
properties are constants. In reality, bulk density varies with depth and the coefficient of
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wall friction and the ratio of horizontal to vertical pressures vary throughout a bin. The
values of k and m used in Janssen’s equation are based on both measured values and on
experience. The values given in EP433 (ASAE, 2005a) were selected to produce conser-
vative designs for bins that could be used to store a variety of grains.

The coefficient of friction is measured by a wide variety of devices that measure the
ratio between normal force and the horizontal force required to produce movement of a
wall sample through or over a sample of grain. As noted above, the coefficient of friction
is typically taken as a constant for design, but it varies to some extent with normal pres-
sure and velocity (Thompson and Ross, 1983; Thompson et al., 1987; Bucklin et al. 1989).
The coefficient of friction of grain on corrugated wall material varies between values
approaching grain on grain for low normal pressures to values approaching grain on metal
for high normal pressures (Molenda et al., 2002). At certain combinations of friction coef-
ficient, normal pressure, and velocity, grain exhibits stick-slip behavior and bins some-
times produce noises referred to as singing or honking (Bucklin et al., 1996).

The ratio of horizontal to vertical pressures (k) varies the most of the parameters
assumed to be constants in Janssen’s equation. The k value varies across a bin cross-section
and with depth. In addition, under flow conditions, the directions of the principal axes can
vary. The k value is sometimes estimated from the angle of internal friction based on
methods from soil mechanics. The angle of internal friction can be measured using the
same methods as used by soil mechanics but caution should be used to make sure that
testing devices are large enough to contain sufficient particle numbers to eliminate edge
effects. Because of difficulties in obtaining appropriate test devices to measure the angle
of internal friction, the angle of repose is often used as an estimate of the angle of inter-
nal friction of free flowing grains. The angle of repose is a valid estimate of the angle of
internal friction of bulk materials if cohesion can be neglected and the particles are all in
the same size range as is the case with free flowing grains.

The bulk density of bulk materials increases as normal pressure increases. The Winchester
Bushel Test (USDA, 1977) is the standard method used to determine uncompacted bulk
density. The test consists of using a device to drop a known volume of material from a
fixed height and measuring the mass of the volume. These values are used for inputs to
Janssen’s equation and also as the basis for calculations of bin capacity based on the
amount of packing in bins (ASAE, 2005e). Grain volume is often expressed in bushels. A
bushel is a volume of grain equal to 1.25 ft3.

6.4 Management Factors

Storage and handling facilities for agricultural grains are designed based on the assump-
tion that grain will be free flowing. Agricultural grains are free flowing if they have been
dried to safe storage moisture contents. The proper operation of harvesting, cleaning, and
drying processes is essential to maintaining grain in a free flowing condition. Once grain
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is dried to the desired storage moisture content and is placed in long-term storage, grain
moisture content must continue to be managed. Unavoidable thermal gradients within the
grain mass will over time produce moisture concentrations that provide suitable condi-
tions for the growth of molds, insects, and other decay organisms. Because of this phe-
nomenon, grain in storage must be periodically moved or aerated to re-establish proper
storage conditions.

Particle attrition causes all bulk materials to generate dust as they are handled. The dust
produced by agricultural grains consists of starch particles, that when suspended in air
under low humidity conditions, are explosive. Wheat, corn, and soybean dust are danger-
ously explosive under dry conditions. Proper wiring to avoid sparks and in some cases 
the use of brass tools to avoid sparks are important factors in the design of grain storage
facilities.

6.5 Codes

The loads imposed by grains on agricultural bins can be estimated using the methods
outlined by ASAE EP433 (ASAE, 2005a). The provisions of EP433 are most applicable
to bolted steel bins, but can be applied to concrete bins. Steel design of bolted steel bins
is based on the AISI Cold-Formed Steel Design Manual (AISI, 2002) and AISC Steel Con-
struction Manual (AISC, 2005) as appropriate. The larger concrete bins typical of com-
mercial facilities are often designed based on ACI 313, ACI313-97 / 313R-97: Standard
Practice for Design and Construction of Concrete Silos and Stacking Tubes for Storing
Granular Materials (ACI, 1997).

Grain bins are large structures and must comply with the provisions of the International
Building Code (ICC, 2006) and local zoning ordinances. Commercial grain bins designed
for the international market are designed for international codes such as the German Code,
DIN 1055 (DIN, 1987), the European Code, ENV1991–4 (ECCS 1995), and the Australian
Code, AS 3774 (Standards Australia, 1996).

6.6 Drying

6.6.1 Purpose of drying

Grain is often harvested at a moisture content that is too high for safe storage. Drying
is the most common post-harvest process performed for the long-term preservation of
grain. Microflora and insects typically will not grow at equilibrium relative humidities
below 65% (Christensen and Kaufman, 1974), so high moisture content grain is artificially
dried to a moisture content that will result in an equilibrium relative humidity within the
stored grain mass lower than 65% (Navarro and Noyes, 2002). Although, the exact equi-
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librium relative humidity required for safe storage is a function of grain temperature, kernel
damage, risk level of the stored grain manager, and numerous other factors. Table 6.1 sum-
marizes the equilibrium moisture content at three levels of equilibrium relative humidity
and a temperature of 25°C. Shelled corn in sound condition should be dried to a moisture
content below 14% for safe storage. Soybeans require a storage moisture content less than
12.5% for safe storage.

6.6.2 Classification of dryer types

Grain dryers can be subdivided into numerous categories (Brooker et al., 1992):

(1) on-farm or off-farm;
(2) high temperature or low temperature; or
(3) continuous flow or batch.

Most off-farm dryers are high capacity (between 700 and 5,000bu/hr when drying corn
from 25 to 15% moisture content) continuous flow systems that utilize high drying air
temperatures (between 140 and 220°F) and high airflow rates (between 50 and 100 ft3/min
per bushel). They are further categorized based on the grain flow and air flow patterns
through the dryer (Figure 6.1). Most high temperature, high capacity grain drying systems
in the United States are based on the crossflow design (Figure 6.1a), although, mixed flow
dryers are more common outside of the United States (Figure 6.1c). Typically the grain is
cooled at high rates within the dryer prior to transfer to storage.

Grain quality is significantly affected by the drying process and type of dryer. Two of
the most significant variables that have a deleterious affect on grain quality are maximum
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Table 6.1 Equilibrium Moisture Content (% Wet Basis) of
Various Grains (Adapted from ASAE (2005b) Based on a
Temperature of 77°F)

Equilibrium Relative Humidity (%)

Grain 60 65 70

Corn, shelled 12.4 13.2 14.0
Soybeans 10.5 11.5 12.5
Rough rice 12.0 12.6 13.2
Wheat, hard 12.9 13.6 14.4
Wheat, soft 11.8 12.3 13.0



kernel temperature and drying rate. For example, the head yield from rough rice is sig-
nificantly affected by the drying rate and kernel temperature. However, corn and wheat
are less sensitive to high kernel temperatures and the maximum temperature allowed is a
function of end use. Maximum kernel temperatures will occur with crossflow driers due
to the extended exposure of the kernels on the hot, dry air inlet side of the dryer. Very
little drying occurs where the air is exhausted from the dryer. Concurrent flow dryers are
not common. However, they result in excellent grain quality since the hot, dry air is intro-
duced with the cold, wet grain. A high rate of evaporative cooling occurs near the air and
grain inlet that minimizes the kernel temperature. Mixed flow dryers result in kernel tem-
peratures, and hence grain quality, between crossflow and concurrent flow dryer designs.

High temperature, continuous flow dryers are also common on U.S. farms, although
with lower drying capacities than typically found at commercial facilities. On-farm high
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temperature dryers sometimes utilize delayed cooling systems (dryeration) where the grain
is dried to within a couple of percentage points of the final desired moisture content, tem-
pered, and cooled within storage or tempering bins. This results in higher dryer capacity
and higher quality grain (McKenzie et al., 1967).

In-bin drying systems with ambient or heated air (temperature rise between 5 and 50°F)
are often found on farm. There are numerous strategies and types of processes that can be
accomplished with in-bin drying. Simple natural air drying systems employ fans with
airflow rates between 0.5 and 3.0 ft3/min per bushel and result in the highest grain quality,
lowest specific energy consumption, and lowest drying capacities. In-bin stirrers can be
used to increase moisture content uniformity, drying temperature, and drying rate. Some
in-bin dryers continually move the corn from the bottom of the bin simulating the per-
formance of a counterflow dryer.

6.6.3 Theory and simulation of drying

Various numerical models have been developed to simulate the drying process (Brooker
et al., 1992; Liu et al., 1997; Marks et al., 1993; Mittal and Otten, 1980; Moreira et al.,
1990; Morey et al., 1979; Thompson et al., 1969). Broadly speaking, there are two types
of models commonly applied: heat and mass balances or systems of differential equations.
Heat and mass balance models are typically used to simulate deep-bed grain drying
systems. They are most appropriate with systems with low drying air temperatures and
low airflow rates that result in slow drying rates. Systems of differential equations are used
when the air and grain temperature are not at equilibrium and are typically used to simu-
late dryers with high drying air temperatures and high airflow rates.

Deep-bed grain drying models are based on heat and mass balances developed over thin
layers of grain. Equilibrium conditions are assumed to exist between the grain and the
drying air over discrete periods of time and thin layers of grain. Time steps between 1 and
24 hours have been assumed and equilibrium moisture content models are used to predict
drying or rewetting. The assumptions and methods only work under conditions of low
temperature and low airflow in-bin drying. Numerous modifications and models have been
developed to improve the accuracy of heat and mass balance models.

Differential equation models of drying are most appropriate with predicting the per-
formance of high capacity, high temperature dryers. The assumptions of equal grain and
air temperatures are not appropriate with high temperature dryers. Numerous assumptions
were made in the development of the differential equation drying models:

(1) Volume shrinkage during drying is negligible;
(2) Temperature gradients within individual kernels are negligible;
(3) Kernel to kernel conduction is negligible;
(4) Air and grainflow are plug type and uniform;
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(5) Air temperature and air absolute humidity changes with respect to time are
negligible relative to the air temperature and air absolute humidity changes
with respect to position within the grain bed;

(6) Bin walls are adiabatic with no heat capacity;
(7) Heat capacities of air and grain are constant during short time periods;
(8) Thin layer drying equations and moisture equilibrium content equations are

accurate; and
(9) Moisture evaporation takes place at the drying air temperature.

Energy and mass balances are written on a differential volume of grain. The resulting
equations for a fixed bed and batch column dryer are given in Equations (6-1) to (6-4):

Eq. (6-1)

Eq. (6-2)

Eq. (6-3)

Eq. (6-4)

where:
a = particle surface area per unit bed volume (ft2/ft−3)
c = specific heat (Btu lb−1 °F-1)
h = convective heat transfer coefficient (Btu ft−2 °F−1 h−1)
hfg = heat of evaporation (Btu lb-1)
x = bed coordinate (ft)
y = bed coordinate (ft)
G = flow rate (lb dry mass hr−1 ft−2)
M = moisture content (decimal dry basis)
T = air temperature (°F)
W = humidity ratio (lb/lb)
q = product temperature (°F)
with subscripts

a = air
p = product
v = water vapor
w = water (within grain)
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A continuous-flow column dryer is similar to a fixed bed dryer. If no shrinkage occurs
during drying, time and position along the height of the grain column (y-axis) are equiv-
alent. Therefore, the equations for a crossflow dryer are:

Eq. (6-5)

Eq. (6-6)

Eq. (6-7)

Eq. (6-8)

Mixed flow, concurrent flow and counterflow models are not as common, but are avail-
able in the literature. Thermal properties can be found in Brooker et al. (1992) or the ASAE
Standards handbook (ASAE, 2005c).

Differential equation based models of drying require expressions for the thin layer
drying of the grain. A thin layer of grain is a layer of grain no more than a few grains
thick. The ratio of the mass of drying air to the mass of the grain is high enough that there
is only a small change in temperature and relative humidity of the air as it exits the grain.
Thin layer drying processes are broken up into a constant a rate drying period and falling
rate drying periods. The drying rate is constant when free moisture is present on the grain
surface. It is generally assumed that during falling rate periods, moisture within a grain
moves by diffusion and is analogous to heat transfer in a solid. However, there is dis-
agreement about whether moisture movement is by liquid diffusion, by vapor diffusion,
or by a combination of both. Most materials exhibit more than one falling rate period, but
practical grain drying is generally assumed to occur in the first falling rate period. If the
surface resistance to moisture transfer is small compared to resistance within the material,
Fick’s laws of diffusion govern moisture movement within a grain kernel. Fick’s second
law of diffusion states that:

∂M/∂t = D∇2M Eq. (6-9)

where:
M = Moisture Content, dry basis
D = Hygroscopic diffusivity, ft2/s
t = time, s
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Newman (1931) and others solved these equations for various conditions. Newman’s
solutions take the form of rapidly converging infinite series. The series converge rapidly
and after a period of time can be represented by the first term or:

MR = Ae−kt Eq. (6-10)

where:
MR = (M − ME)/(MI − ME) = Moisture ratio
A = Dimensionless shape factor
t = Time, s
k = Drying constant, s−1

and:

∂M/∂t = −k(M − ME) Eq. (6-11)

It is generally agreed that the drying constant increases with the temperature of the drying
air. There is disagreement over the exact relationship. Henderson and Pabis (1961) found
that the drying constant varies with temperature according to an Arhenius relationship:

k = k0e−c/T Eq. (6-12)

where:
k = drying constant, s−1

k0 = material constant, s−1

c = material constant, °R
T = Absolute temperature, °R

For example, Henderson and Pabis (1961) give k for corn as:

kcom = 0.54e−5023/T Eq. (6-13)

Several other factors have been hypothesized to affect the drying constant, including
the temperature of the drying air, velocity and relative humidity of the air, and the shape
of the particle being dried. It may also vary with the moisture content of the grain, but
drying air temperature is the dominant effect for most materials.

6.7 Structural Loads

Like all structures, grain bins and buildings storing agricultural grains are designed to
resist various combinations of loads without exceeding the appropriate limit states of the
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materials of construction (ICC, 2006). The loads that occur in-and-on grain storage struc-
tures can be classified according to their type and duration. In general, the loads can be
separated into:

• dead loads;
• those caused by the grain stored within the structure; and
• those loads that are a function of external environmental effects.

The structure’s dead load includes the weight of all materials used in the structure for
construction as well as the weight of any equipment permanently attached to the struc-
ture. Dead loads are normally associated with those things which are permanently part of
the structure. The dead load can be determined by looking at the plans of the structure and
then applying known weights of materials.

The loads caused by the grain stored within a grain bin or storage building can be char-
acterized as either a dead or live load depending on how they act within the structure. The
variation in load type (dead or live) is caused by the emptying and filling of the structure,
which creates uncertainty in the magnitudes of these loads. Grain loads caused only by
the weight of the grain are normally considered to be a dead load. An example of this
would be the total vertical load transmitted by the weight of the grain to the foundation.
However, design codes and standards note that because of the uncertainties in the lateral
pressures caused by granular materials that lateral pressures are considered live loads and
ultimately have a higher load factor applied to them.

Loads caused by external environmental effects are those loads caused by wind, snow,
rain, and earthquake. The normal design factors dictated by the design codes and stan-
dards that take into account these environmental load effects also apply to grain bins and
grain storage buildings. However, because many grain bins are tall, thin circular structures
containing large amounts of material, some elevated off the ground, design coefficients
and design techniques unique to these shapes and types of structures must be applied.

Basic load combinations, which include factors associated with grain bin loads are
shown below. In these four equations, the terms F and H are associated with loads caused
by grain. F is combined with the structure dead load and is used when it is the dominate
load. H is associated with the lateral pressures created by the bulk materials. ASCE 7
(ASCE, 2005) indicates that load combinations shall also be investigated where H shall
be set equal to zero in those load combinations (3 or 4) in which H may counteract the
effects of either wind or earthquake. Therefore, design load combinations not only take
into account the effects of the structure filled with grain but also when the structure 
is empty and could be just as susceptible or more susceptible to wind or earthquake 
conditions.

(1) 1.4 (D + F)
(2) 1.2 (D + F + T) + 1.6 (L + H) + 0.5 (Lr or S or R)
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(3) 0.9D + 1.6 W + 1.6 H
(4) 0.9D + 1.0 E + 1.6 H

6.7.1 Loads caused by the grain

While agricultural grains are considered free-flowing, and thus can flow like a fluid out
of bin through an orifice, these materials do not have all the same characteristics as those
of a fluid. Like a fluid, grain transmits vertical pressures to the floor of the bin because of
the overbearing grain and lateral pressures to the walls of the bin. However, unlike a fluid,
grain also exhibits friction between particles and can thus sustain shear forces within the
material. Because these materials can sustain shear forces, grains also transmit a vertical
friction force, which is carried by the walls of the structure.

Grains transmit different fluctuating loads to the structure during filling and emptying.
When describing grain loads, the terms static and dynamic are often used to describe these
two different types of loads. Static grain loads are often described as those loads that occur
during filling and/or quiescent storage of the grain, while dynamic loads are those loads
that occur during emptying of the bin. Depending on the bin geometry and the type of
flow created during emptying of a bin, the dynamic bin loads are often much larger than
the static bin loads.

Three generalized flow patterns can occur when discharging grain from storage bins;
funnel flow, plug flow, or mass flow (Figure 6.2). In funnel flow, the grain exhibits a last-
in, first-out flow regime in which all grain movement occurs through a central core or
funnel with no movement of the grain occurring down the bin walls. In this type of flow,
the uppermost grain in the bin flows through the center flow channel formed by the grain
and is discharged first. Funnel flow can occur in either flat-bottomed or hopper bottom
bins equipped with funnel flow hoppers. A funnel flow hopper is a hopper in which the
flow channel occurs within the stagnant grain and not along the sloping hopper walls.
Funnel flow normally occurs in bins when the height-to-diameter ratio of the grain is less
than 1.5 to 2.0. Because of the manner in which the grain discharges, the wall loads during
funnel flow discharge are not thought to be any larger than those which occur during filling.

In both plug-flow and mass flow discharge, material movement occurs along the bin
walls. In a bin discharging in plug flow, two different flow regimes exist at once. In the
upper part of the bin the grain mass moves as a unit or plug along the bin walls, while in
the lower portion of the bin funnel flow occurs, in which grain is discharged through a
central flow channel surrounded by stationary material along the bin walls. Plug flow nor-
mally occurs in bins when the height-to-diameter ratio of the grain is greater than 1.5 to
2.0. Plug flow can occur in either flat-bottomed or hopper bottomed bins equipped with
funnel flow hoppers. In mass flow bins all of the material stored in the bin moves at once.
This flow regime is sometimes described as last-in, last-out flow. Mass flow does not occur
in flat bottom storage bins and will only occur in hopper bottomed bins in which the bin
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is equipped with a mass flow hopper in which all of the grain within the hopper moves at
the same time. A mass flow hopper has a much steeper wall angle than a funnel flow
hopper. This allows all of the grain within the bin to move at once. In both plug flow and
mass flow, grain pressures in excess of those found during filling occur on the walls of
the bin. When discharging from a central orifice, the flow pattern at any depth in a grain
bin is assumed not to vary across the cross-section of the bin.

6.7.2 Eccentric discharging of grains from a bin

In some cases, discharging of grain through the side of a bin simplifies grain movement
within a storage facility. However, discharge from bins through eccentrically located ori-
fices in bin floors or bin walls creates uneven overpressures around the circumference of
the bin, which are much larger than those in center of unloaded bins. Eccentric unloading
has the effect of forming an off-center funnel of grain flowing toward the eccentric outlet.
The exact magnitude and distribution of these overpressures from eccentric unloading is
not known. However, because of these unequal pressures, horizontal overturning moments
are created in the direction of the discharge gate. In experiments conducted by Horabik 
et al. (1993) in a model grain bin, tests have shown that the largest overturning moments
were not created when using a discharge orifice located adjacent to or in the bin wall, but
rather at a radial distance of approximately 2r/3 from the center of bin. Structural failures
of bolted bins have been documented in which grain managers eccentrically unloaded bins,
either by accident or on purpose. Blight (1988) documented failure of a full-scale bin in
which only a very small quantity of grain had been discharge from the eccentric outlet.
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Most grain bins are not normally designed for a non-symmetrical pressure distribution and
off-center unloading of a bin is highly discouraged by most design codes and standards.

6.7.3 Flumes

Off-center unloading can be accomplished by the use of a wall flume. A wall flume is
a vertical conduit attached to the walls of a bin through which grain can flow. Discharge
outlets from the flume can be placed in the floor of the bin wall or at any location along
its vertical line. When using a wall flume, the bin unloads a funnel flow in which the grain
sloughs off the top surface of the grain and through the vertical conduit. The top surface
of the grain is sloped toward the wall flume with flow occurring only through the topmost
exposed opening in the flume. The purpose of the wall flume is to alter the flow within
the bin while reducing the dynamic loads and moments associated with plug flow and
eccentric unloading. In tests done in a model grain bin, Thompson et al. (1998) showed
that over most of the flow regime, a wall flume negated the normal vertical wall over-
pressures found during plug flow discharge. However, in these tests overturning moments
were measured in the direction of the wall flume because of the uneven pressures created
by the flow pattern. While these moments were much less than those caused by eccentric
unloading, these moments were large enough to potentially cause the bins to become egg-
shaped. Because of this stiffener rings were attached to bin wall.

6.8 Stresses in Granular Materials

In a grain bin, two different states of stress are assumed to occur during storage of gran-
ular materials, an active and a passive stress state (Thomson, 1984: Gaylord and Gaylord,
1984). These terms are commonly used in soil mechanics to describe the stress of mate-
rial contained by a retaining wall. An active pressure state occurs during filling of a bin
in which the material contracts vertically under the overbearing material with very little
horizontal deformation. On a differential element, the largest principle stress is assumed
to be aligned along the vertical direction of the bin and forms what is known as an active
stress field. In the active pressure state the ratio of horizontal pressure to lateral pressure
is less than one. This stress ratio is often called Kactive. When the orifice is opened in a bin
and flow starts, the grain forms a flow channel that converges downward toward the outlet.
As flow forms, the granular material expands in the vertical direction while contracting in
the lateral direction. This causes the stress field to realign within the bin with the largest
principle stress now occurring in the horizontal direction. In the passive stress state, the
ratio of horizontal pressure to lateral pressure is greater than one. This stress ratio is often
called. Kpassive. These stress states are also called peaked and arched pressures states (Jenike
et al., 1973). In discharging grain from a bin, the change in wall loads from static to
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dynamic occur almost instantaneously with the opening of the discharge orifice. However,
once a bin discharges grain and the flow is stopped, the passive stress state remains. The
stress field will not revert back to an active stress state unless the bin is completely emptied
and then refilled.

6.9 Temperature Cables

One of the most popular methods of determining potential locations of spoilage in stored
grains is through constant monitoring of the internal temperatures of the grain mass. A
common method of monitoring temperatures in grain utilizes thermocouples attached at
regular intervals to high-strength steel cables. These cables are typically suspended from
a grain bin roof in a standard pattern so that they form a 3-D matrix of temperature mon-
itoring points. Temperature sensing cables are available from many commercial compa-
nies, many with differing surface materials, size, and cross-sectional shapes. These cables
are subject to vertical frictional loading during, filling, storage, and emptying operations.
The loads imposed by temperature cables have caused localized roof failures in bins
(Wickstrom, 1980). The vertical loads on temperature cables can be estimated by inte-
grating the pressures which act over the surface of the cable (Schwab et al., 1991, 1992).
However, in order to do this, the coefficient of friction of the grain on the cable material
must be known. Schwab et al. (1991) developed a prediction equation for the vertical fric-
tional load on a temperature cable as:

Eq. (6-14)

where:
Dtc = equivalent diameter of the temperature cable =
Rh = hydraulic radius of the bin (cross-sectional area/perimeter)
k = ratio of lateral-to-vertical grain pressure
y = depth of grain covering the cable
m = coefficient of friction of grain on the bin walls
mtc = coefficient of friction of grain on the cable
g = uncompacted bulk density of the grain

The 1.4 value included in the above equation is not an overpressure factor but rather a
multiplication factorthat was used to fit the above equation to data collected. Values of the
coefficient of wheat on temperature cables are shown in Tables 6.2 and 6.3 below. These
values were determined in laboratory testing described in Schwab et al. (1991).

In tests done with cables, Schwab et al. (1991) determined that the radial position of
cables within the bin as well as the surface material of the cable had a significant effect

4area π

Load tc tc h h

h

= + −



 −








1 4
1

.
exp

pm g
m m

mD R
y

R

k

ky

R

6: Grain Storage Systems Design, Bucklin et al. 127



on the magnitudes of the vertical cable loads. It was also determined during testing
(Thompson et al., 1991) that by restraining the cables from lateral movement larger ver-
tical loads can be applied to the cable because of the flow profile within the bin. Many
bin designers suggest that the connection of the cable to the roof structure of the bin should
be of no greater strength than that of the some fraction of the breaking strength of the
cable. Therefore, the cable will not cause failure of the roof structure.

6.10 Thermal Loads and Moisture-induced Loads

Additional stresses are induced into restrained structural members when they are sub-
jected to a temperature decrease (Thompson and Ross, 1984; Buzek, 1989; ASAE, 2005a).
Failure of steel grain bins have been documented during rapid drops in temperature under
severe winter conditions. In a grain, bin thermal cycling can cause the bin walls to either
expand and contract based on temperature increases or decreases. This contraction can
cause increases in the wall stresses in the bin as the walls shrink back around the stored
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Table 6.2 Dimensions and Surface Materials for
Temperature Cables

Shape Dimension (in) Surface Material mtc

Oval 0.46 by 0.42 Nylon 0.242
Oval 0.31 by 0.19 Vinyl 0.335
Round 0.64 HDLE Polyethylene 0.284
Oval 0.58 by 0.37 Nylon 0.293
Round 0.34 Vinyl 0.614

Table 6.3 Coefficient a to Determine the Total Equivalent Grain Height H

Angle of Repose, b (°)

Internal Angle of 16 18 20 22 24 26 28 30
Friction, ϕ (°)

24 1.15 1.17 1.19 1.22 1.25
26 1.16 1.19 1.22 1.25 1.28 1.31
28 1.18 1.21 1.24 1.27 1.31 1.35 1.39
30 1.20 1.23 1.27 1.30 1.35 1.39 1.44 1.50



grain. The increase in wall stresses is thought to be not only a function of the total reduc-
tion in ambient temperature but also the rate at which this reduction occurred. At temper-
atures not far below freezing, many steels can become brittle. This loss of ductility can
lead to failures if thermal stresses also produce increased stresses. Welds with minor
defects that do not cause problems at normal temperatures can fail when temperatures drop
below freezing. While Blight (1985) proposed qualitative results of the effect of thermal
stresses on full-scale bins, quantitative results of these thermal stresses needed for the
design of grain bins are not currently available.

Stored grains are hygroscopic and have the ability to absorb moisture from liquid
sources or the atmosphere. When grains adsorb moisture they expand. In a structure such
as a grain bin this expansion is restrained by the walls of the bin resulting in changes in
wall loads. In model bin studies, lateral wall forces were observed to increase while ver-
tical up-lift forces were observed for grain re-wetted during storage (Kebeli et al., 2000).
Data associated with the effects of moisture-induced loads are limited. However, it is rec-
ommended that grain storage systems be designed to prevent the moisture content of grain
from increasing more than 1 or 2% during storage to prevent these increases in loading.

6.11 Conical Grain Bins

Almost all bins in the United States that store grains are constructed with vertical cylin-
drical walls. However, both Moysey and Landine (1982) and Ross et al. (1987) performed
tests on model bins in which the walls were conical shaped. Tests were performed in which
the walls within the main cylinder of the bin either diverged from top to bottom or con-
verged from top to bottom. For a wall angle of 84° (walls diverged from top to bottom),
Ross et al. measured a 36% reduction in total vertical walls load compared to that of a
90° wall. For a wall angle of 92° (walls converged from top to bottom), an increase in
total wall loads of 12% over that of a vertical wall were measured. Moysey and Landine
observed similar results for both diverging and converging walls in bins. This idea has not
been adopted by bin designers or manufacturers, probably because of the additional costs
associated with both fabrications and construction of non-vertical walls, which may offset
any advantages gained by the use of lighter materials because of the reduction in wall
pressures.

6.11.1 Flat storage

Circular bins are the most common type of storage structure currently used for storing
agricultural products in bulk. However, other types of structures, both permanent and tem-
porary, such as flat storage buildings and rectangular or round temporary piles, are used
in the storage of grain products. Flat-storage systems are either multi-purpose or dedicated
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rectangular structures in which grain is stored. If the grain is stacked against the wall of
a metal building then the walls must be strengthened to carry these loads. Therefore, light-
weight metal storage buildings, which are used for flat grain storage are normally equipped
with internal grain liners. While large amounts of material can be stored in these facili-
ties, they are harder to fill and unload than circular bins, the stored grain must be dry prior
to being placed in the structure because the grain is more difficult to aerate, and insect and
rodent control is more difficult than in circular structures because these pests have more
access to the stored grain (Loewer et al., 1994). Round temporary piles are often used for
temporary storage in which a central tower auger is used (Waller and Riskowski, 1989).
In some cases, short side walls arranged in a circular pattern are used to not only contain
the pile within a given area but also to allow for greater storage capacity. Grain is piled
against these side walls and they must be designed to carry the lateral forces acting 
against them.

Flat-storage and temporary storage piles are normally classified as shallow grain storage
structures. Shallow grain storage structures are defined as grain storage structures with a
square, round, or rectangular floor plan in which the width or diameter of the building is
greater than two times the equivalent height of grain at the wall. For these type structures,
Janssen’s equation is normally not used to predict storage pressures. Rather, these type
facilities are designed using techniques similar to those used to design retaining walls.
ASAE Standard EP545 (2005d) outlines a technique for predicting the loads exerted by
free-flowing grains on shallow storage structures. In this standard, vertical pressures are
influenced only by the overbearing grain while the walls of the structure are assumed to
support those forces produced by a wedge of material acting against the wall. The wedge
is bounded by the wall, the sloping backfill condition of top surface of the grain and the
plane defined by the angle of internal friction (Figure 6.3). In order to predict the lateral

pressures acting on the walls of the structure the bulk
density of the stored material, the internal angle of
friction, the angle of repose and the total equivalent
grain height must be estimated.

To design the walls the equivalent grain height, H,
at the wall must be determined. The equivalent grain
height is defined as where the sloping backfill of the
top surface of grain intersects the plane defined by
the internal angle of friction. The equivalent height
of the grain can be calculated as:

Eq. (6-15)

where:
H = equivalent height of grain
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Figure 6.3 Flat storage geometry.



Y = height of grain on the wall
j = internal angle of friction for grain, (°)
b = angle of repose of the grain, (°)

A value of 27° was suggested for the internal angle of friction for both corn and wheat
while for soybeans an angle of 29° was suggested. For free-flowing grains the angle of
repose can be assumed to be equal to that of the angle of internal friction.

The vertical pressure at any point within the structure (Figure 6.4) is predicted by 
multiplying the design density by the height of overbearing grain.

V(z) = Wz Eq. (6-16)

where:
W = bulk density of the stored grain
z = equivalent grain depth at a discrete point (ft.)

It is suggested that for design purposes a bulk density of 52 lb/ft3 be used, which 
corresponds to that of wheat modified by an 8% pack factor. Thompson et al. (1990)
gives methods for calculating packing factors for flat storage. The vertical pressure 
on the floor of the structure can be estimated by using H in place of z in Equation 
(6-16).

The lateral pressures at any point within the structure (Figure 6.4) can be predicted by:

L(z) = kV(z) Eq. (6-17)

where:
k = ratio of lateral-to-vertical pressure in the grain

The suggested value of k is 0.5. The maximum
lateral pressure at the base of the wall can be esti-
mated by using H in place of z in Equation (6-17).

Knowing these values, the resultant lateral force
per unit length of wall can be determined as:

PH = L(H)H/2 Eq. (6-18)

where:
PH = resultant lateral force acting on the wall.

Shear forces acting parallel to the face of the wall
can be determined by:
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Ps = mPH Eq. (6-19)

where:
Ps = resultant shear force acting on the wall

Values of the static coefficient of friction m are shown in Table 6.4 for various materi-
als and all conditions.

In shallow structures, dynamic effects do not occur. Therefore, the pressures estimated
during loading and unloading are equal. Increased loads can be caused by unbalanced
loading conditions, moisture, and by vibration induced pressures. However, the magnitude
of these increases is not known. Factors of safety should be increased if the possibility of
these types of loads exists.

6.11.2 Janssen’s equation

In 1895, H. A. Janssen made experiments on small square model bins to determine the
pressures on the walls of grain bins (Janssen, 1895). The bin walls of his models were
supported on four screws, which could be raised above a scale bed that supported the floor
of the model bin. Following filling of the model to a given height, measurements of the
bottom loads, which were supported by scales, were recorded. The test bin was then raised
by the screw system and again the bottom pressures recorded on the scales. In raising the
walls of the bin, friction forces occurred between the grain and bin walls, which relieved
some of the loads occurring on the floor of the model. From this series of experiments,
Janssen was able to develop a formula for the prediction of loads in bins. Janssen’s
approach was to sum the vertical forces acting on a differential element of thickness dy,
at a depth y, from the surface of the grain (Figure 6.5). Janssen’s equation was based on
the hydraulic radius of the bin, the bulk density of the grain, the coefficient of friction of
the grain on the bin walls, and the ratio of lateral to vertical pressure, k. In his derivation,
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Table 6.4 Static Coefficients of Friction for Selected Grains
on Various Wall Surfaces

Wall Surface

Grain Steel Concrete Corrugated Plywood
Steel

Corn 0.25 0.35 0.50 0.44
Wheat 0.25 0.35 0.50 0.50
Soybeans 0.25 0.35 0.55 0.38



Janssen assumed that the materials properties of the grain
did not vary throughout the bin.

Using Janssen’s equation, the static vertical pressures
within the grain can be predicted:

Eq. (6-20)

where:
R = hydraulic radius of the bin = cross-sectional
area/perimeter
V(Y) = vertical pressure of grain at depth, Y
W = bulk density of the grain
Y = equivalent grain depth
k = ratio of lateral to vertical pressure
m = coefficient of friction of grain on the bin wall

For the condition in which a surcharge cone of grain exists on the top surface of the
grain, Y is measured from the center of the surcharge cone at one third of its height. The
top surface of the grain is normally assumed to stack at the grains angle of repose. For
free-flowing agricultural grains, this angle is assumed to be approximately 28°.

To estimate the static lateral pressure, L(Y) in a bin at depth Y:

L(Y) = kV(Y) Eq. (6-21)

To estimate the shear stress, Sv, between the vertical wall and grain at depth Y:

Sv = mL(Y) Eq. (6-22)

To determine the floor pressures on the bin, the equivalent height, H, must be deter-
mined. This value is defined as the distance from the lowest point of discharge to one third
of the height of the surcharge cone, if present. For flat bottom bins, H would be defined
from the floor surface, while for hopper bottom bins, H would be defined from the dis-
charge orifice in the hopper.

To calculate the vertical wall load, Pv, at depth, Y:

Eq. (6-23)

where:
u = integration variable measured from the top of the grain to the point in question.

P WY V Y R L u duv
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Figure 6.5 Janssen’s model.



After Janssen performed his work, other scientists and engineers also worked on devel-
oping equations to predict the pressures in grain bins. However, Janssen’s equation was
adopted by most bin designers and was made popular because of the work by Ketchum
who wrote a book on the “The Design of Bins, Walls and Grain Elevators” (Ketchum,
1907), which included a review of Janssen’s work. While Janssen had derived his equa-
tion for square bins, Ketchum modified Janssen’s equation to be used in circular bins when
he incorporated the use of the hydraulic radius, R into the equation (Roberts, 1995).
Janssen’s equation performed well for a period of time until the size of grain bins increased
with the proportional need for increased storage space. With larger diameter and taller bins
appearing on the market, reports of structural problems began to arise. One major weak-
ness associated with Janssen’s equation is that it did not take into account the effect of
different discharge flow patterns. Much of the renewed interest in grain bin design and
prediction of side-wall pressures occurred in France and Russia beginning in the 1940s.
Much of this work was associated with trying to learn more about the effects that flow
had on bin pressures. While other bin equations were developed, Janssen’s equation is still
the basis by which almost all design standards predict grain bin pressures. To take into
account the dynamic effects that occur during bin unloading, overpressures factors have
been suggested that multiply the static bin loads suggested by Janssen’s equation by a
factor based on design criteria suggested by the standard.

6.11.3 Flat storage, shallow, and deep bins

Structures storing granular materials can be classified into two general classifications,
flat storage buildings or bins. These general classifications are based not on the shape of
the structure but rather if during loading the stored grain creates bin-effects or earth-
pressure effects on the walls of the structure. In an earth-pressure situation, very little inter-
action occurs between the opposite walls of the structure and analysis techniques normally
used for retaining wall design would be used. In bin-effect situations, interaction occurs
between the walls based on internal loading of the structure and analysis techniques for
bins would be used. EP433 (ASAE, 2005a), a grain bin design standard, suggests the fol-
lowing classifications (Table 6.5).

Those structures classified as bins are further subdivided into either shallow or deep
bins. In shallow bins, the grain pressures on the walls during emptying are the same as
those during filling. While in deep bins, the grain pressures on the walls during emptying
are larger than those during filling. Shallow bins are normally thought to unload only in
funnel flow, while deep bins unload in either plug or mass flow. Nelson et al. (1988)
defined a shallow bin as one in which the rupture plane intersecting the floor-wall inter-
section slopes upward at an angle of 45 + j/2 from the horizontal. If this rupture plane
intersects the grain surface prior to intersect the opposite wall then it would be considered
a shallow bin, while in a deep bin the rupture plane intersects the opposite bin wall prior
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to intersect the grain surface (Figure 6.6). For most free-flowing grains, the internal angle
of friction is approximately 28°. Using this criteria, shallow bins would have a height-to-
diameter of less than 1.66, while deep bins would be classified as those with a height-to-
diameter of greater than 1.66. In experiments conducted in grain storage structures, these
authors have viewed funnel flow occurring at a height-to-diameter between 1.5 and 2.0.

6.11.4 Loads on hoppers

Hoppers are the sloping part of a bin which is used to aid gravity discharge through an
orifice (ASAE EP433, 2005a) (Figure 6.7). Hoppers can discharge in either mass-flow or
funnel flow depending on the material stored, the geometry of the bin, the hopper angle,
and the coefficient of friction between the grain and the hopper surface. A mass-flow
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Table 6.5 Classification of Bins Proposed by ASAE
Standard EP433

Flat Storage Shallow Bin Deep Bin

Height-to-Diameter 0.5* 2.0 >2.0
Ratio

* For square or rectangular structures flat storage is defined as a struc-
ture in which the height of grain on the wall of the structure is less than
0.5 times the width of the building.
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Figure 6.6 Rupture planes in a shallow
bin (A) and in a deep bin (B).
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Figure 6.7 Hopper stresses.



hopper is a hopper in which all the grain within the hopper is moving when grain is with-
drawn, while a funnel flow hopper is a hopper in which grain movement occurs through
a flow channel formed in the stagnant grain. AS3774 (Standards Australia, 1996) provides
a graph for conical hoppers which predicts when funnel flow or mass flow will occur. 
For a coefficient of friction of 0.3, which EP433 suggests is the coefficient of friction for
grain on smooth steel, a conical hopper with a hopper angle, a, less than 45° would be
considered a funnel flow hopper, while a conical hopper with a hopper angle, a, greater
than 68° would be considered a mass flow hopper. AS3774 suggests that hopper angle, a,
in between these two angles would have unstable flow zone which would be difficult to
predict. While it is important to understand the type of flow that exists in a hopper, the
use of a hopper is also to aid in clean-out and ensure that all of the contents of the bin are
gravity discharged. If the hopper angle, a, is very small, then grain will remain in the bin
even after emptying has been completed. Jenike et al. (1973) suggest that for self clean-
ing of hopper walls the hopper angle, a, must be greater than j° + 25°; while other design-
ers suggest that the hopper angle, a, be greater than 1.5 tan j, where j is the angle of
friction between the stored material and the hopper surface (ACI, 1997).

In a hopper just as in the cylinder of the bin, vertical and lateral grain pressures occur
within the grain. On the walls of the hopper, forces perpendicular and parallel to the hopper
walls are normally calculated. Forces perpendicular to the hopper wall can be calculated as:

Vn = V(Y)cos2a + L(Y)sin2a Eq. (6-24)

The force tangential to the hopper wall surface can be calculated as:

S = mVn Eq. (6-25)

where:
L(Y) = lateral pressure at grain depth, Y
V(Y) = vertical pressure at grain depth, Y
S = shear stress acting on the hopper wall surface
Y = equivalent grain depth, measured from the centroid of the surcharge cone to the dis-

crete point within the grain mass
a = angle from the horizontal to inclined surface of the hopper,
m = coefficient of friction between the grain on structural surfaces

V(Y) and L(Y) in Equation 24 are calculated using Janssen’s equation for vertical and
lateral grain pressures. To calculate V(Y) in Equation 24, a value of R, the hydraulic radius
must be used. In most design standards, it is suggested that the value of R is calculated
based on the geometry of the bin at the junction of the cylinder and hopper. To calculate
the pressures normal to the hopper wall some bin design standards use the following 
technique:
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V(Y) = V0 + Why Eq. (6-26)

where:
V0 = vertical pressure in the grain at the top of the hopper
W = bulk density of the stored grain
hy = depth measured from the top of the hopper to the discrete point in question

In this technique, the vertical weight of the grain contained within the hopper is super-
imposed on the vertical pressure at the top of the hopper, V0. L(Y) would then be calcu-
lated by multiplying V(Y) by a value of k, the lateral-to-vertical pressure ratio in the grain.
Other design standards use the value of Y (Figure 6.7) as defined at the discrete location
in the bin, to calculate V(Y) and L(Y).

Based on the design standard being used, bin height and bin diameter overpressures
may need to be applied to values of V(Y) and L(Y). EP433 (ASAE, 2005a) only applies
to funnel flow hoppers and indicates that overpressure factors should be applied to loads
acting at the top of the hopper. However, to predict pressures in the hopper, EP433 allows
the overpressure factor to be linearly reduced from a value of 1.4 at the junction of the
hopper and bin cylinder to a value of 1.0 at the hopper discharge point. ACI 313 (1997)
indicates that for funnel flow hoppers the design pressure, V0, be multiplied by an over-
pressure factor of 1.5 for steel hoppers. However, the vertical design pressure at the top
of the hopper does not need to exceed W Y.

Jenike et al. (1973) and Van Zanten et al. (1977) have identified a zone of high pres-
sure at the point where the hopper meets the wall of the cylinder. However, the exact mag-
nitudes of these high pressures have not been quantified. Great caution should be exercised
because of these high loads, in the design of the connection where the hopper meets the
cylinder of the bin.

In the design of a hopper, not only must the hopper be designed but also the ring beam
(Moysey, 1989; Rotter, 1988). The ring beam supports the bin cylinder as well as the
hopper and is a means whereby the support legs are attached to the bin. The ring beam
must be able to support the vertical forces transferred from the cylinder of the beam as
well as vertical and lateral forces, which are transmitted from the hopper. Because of the
manner in which loads are transferred from the hopper to the ring beam, not only must
the ring beam be able to carry bending moments but torsional moments as well. In addi-
tion, these moments are then transferred from the ring beam to the support legs.

6.12 Snow and Wind Loads

Grain structures must be designed for both snow and wind loads. Techniques for 
calculating these type loads are described in either ASCE 7-05 (ACSE, 2005) or the 
International Building Code (ICC, 2006).

6: Grain Storage Systems Design, Bucklin et al. 137



When calculating snow loads, the design snow loads are assumed to act on the hori-
zontal projection of the roof surface. These snow loads are calculated using:

pf = 0.7CeCtIpg Eq. (6-27)

where:
pf = roof snow load
Ce = exposure factor
Ct = thermal roof factor
I = importance factor
pg = ground snow load, value obtained from snow load maps taking into consideration any
localized snow effects

Many grain bins have conical roofs with roof slopes only slightly larger than the 28°,
the angle of repose of the storage grain. The bins are unheated and are normally made out
of galvanized steel, which would be considered a slippery surface. Using these general
criteria, the roof snow loads for these type structures are approximately 75 to 80% that of
the ground snow load. In many cases, bins are grouped together or ordered in a closely
arranged line. In this case the bins are not exposed to the wind and then consideration
should be given to snow standing on these roofs in different patterns than of those bins
exposed directly to the wind. As well, unbalanced loading of the bin roof could also occur
because of the shading of one bin from another. However, in many regions of the southern
United States, the ground snow load is very small and then other criteria, such as the
minimum roof live load or even ice loads might be the governing design criteria. In many
bins, the grain is aerated in which the air is moved up through the grain from the bottom
of the mass to the top and then discharged through vents in the bin roof. This air, while
not heated, can be warmed slightly by the grain, and when exhausted could have a tem-
perature greater than freezing. If so, this would cause melting of the snow on the bin roof.
However, once aeration ceases, this water could refreeze on the bin roof and then ice build-
up could occur on the bin roof. So, some caution should be made to considering ice loads
bin roofs as well as snow loads.

As for all other structures, when calculating winds on grains bins, consideration should
be given to how the wind moves around the body of the structure as well as over the roof
of the structure. In the case of a grain bin, the body of the structure is normally cylindri-
cal in shape while in many cases the roof of the structure is conical. In a thin-walled metal
grain bin, when full, the bin contents actually stiffen the wall and aid the structure in with-
standing high winds. However, when empty these types of structures are very susceptible
to wind loads and denting of the walls can occur if wind rings are not placed in the walls
of the bin to help withstand these type loads.

The basic velocity pressure based on the design wind speed at the equivalent height z
on the structure is calculated as:
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qz = 0.00256KzKztKdV2I Eq. (6-28)

where:
qz = wind velocity pressure evaluated at height z
Kz = velocity pressure exposure coefficient, this takes into account the height above ground
level, z; the effect of surrounding structures and ground surface irregularities
Kzt = topographic factor, this factor takes into account the topography of the land sur-
rounding the structure
Kd = wind directionality factor, for bins Kd = 0.9 for square bins, 0.95 for hexagonal or
round bins
I = Importance factor; this accounts for degree of hazard to human life as well as damage
to property. Agricultural facilities are classified as Category IV structures and an impor-
tance factor of 0.87 is specified. However, for elevated grain structures an importance
factor of 1.0 (Category I) should be considered because of the potential that these struc-
tures have for damage to property as well as the hazard they pose to human life.
V = design wind speed

For grain bins, the design wind force can be calculated based on the area of the struc-
ture projected on a plane normal to the wind direction. This force is assumed to act in a
direction parallel to the wind and can be calculated as:

F = qzGCfAf Eq. (6-29)

where:
F = design wind force
qz = wind velocity pressure calculated using Equation 28
G = gust factor, a conservative value of 0.85 can be used
Af = project area normal to the wind
Cf = force coefficient

For round bins, the value of Cf can be determined by taking into account the surface
roughness of the bin as well as the height-to-diameter (H/D) of the structure. Values are
Cf are shown below.

The minimum wind speed used in design should not be less than 10 lb/ft2, multiplied
by the area of the projected structure. For grain bins, it is important to take into account
the effect of wind loads on these type structures when empty of all contents as well as
when full.

Wind tunnel tests have been performed on model bins, which looked at localized pres-
sure coefficients around the bin wall. It was determined that the circumferential wind pres-
sure distributions were symmetrical about the windward line (Kebeli et al., 2001). The
highest negative pressures were observed at 90° on the cylindrical wall. MacDonald et al.
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(1988) determined that the roof configuration had little effect on the distribution of pres-
sures on the walls of the cylinder. In Tables 6.6 and 6.7, are localized pressure coefficients,
Cp for a round grain bin with an H/d < 5. The b angle is measured with respect to the wind
direction. A b angle of zero degrees would be a point directly in line with the wind.

For bin roofs, the wind pressure coefficients are more complex. The pressure coeffi-
cients, Cp, were found to vary with respect to roof angle and roof roughness (Kebeli, 
et al., 2001). In AS1170.2 (Standards Australia, 1989), roof pressures coefficients are given
for bin roofs in which different pressure coefficients are used for different zones of the
roof. The pressure coefficients are shown in Table 6.8 for the roof.
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Table 6.7 Pressure Oefficients, Cp for Components 
and Cladding

Angle b, (°) Cp Angle b, (°) Cp

0 1.0 105 −1.5
15 0.8 120 −0.8
30 0.1 135 −0.6
45 −0.8 150 to 180 −0.5
60 −1.5
75 −1.9
90 −1.9

A negative value indicates that the force is acting away from the struc-
ture, while a positive value indicates that the force is acting in the direc-
tion of the structure.

Table 6.6 Cf Values for Round Grain Bins

Cross-section Type of Surface H/D = 1 H/D = 7

Round Moderately Smooth 0.5 0.6

Rough 0.7 0.8
D′/D = 0.02
Very Rough 0.8 1.0
D′/D = 0.08

Round All 0.7 0.8

D qz > 2 5.

D qz > 2 5.



Two localized zones of pressure exist on bin roofs:

(1) On the windward edge of the roof a high pressure zone. This localized zone
extends over a zone 45° in either direction from the direction of the wind
and has a depth of 0.1 times the bin diameter.

(2) At the roof peak a second localized pressure zone occurs. This zone has
dimensions of 0.2D by 0.5D, where D is the diameter of the bin. The long
side of this zone is perpendicular to the wind.

When bins are placed in groups in close proximity to each other, significant pressure
changes can occur both on the bin walls and bin roof. Kebeli et al. (2001) tested three dif-
ferent bin configurations and determined that the configuration as well as the spacing of
the bins had an effect on the external pressure coefficients.

6.13 Seismic Loads

In seismic design, grain bins are considered non-building structures. Non-building struc-
tures must have sufficient strength, stiffness, and ductility to resist the effects of ground
motion caused by earthquakes. Seismic design varies according to how the bin is sup-
ported. The design techniques for above-grade elevated bins, which are supported on sup-
ports structures, are different than those in which the bins are at grade level and supported
by the ground. For non-building structures, the fundamental period of the structure is deter-
mined using the Rational method and is determined by:

Ta = CThn
0.75 Eq. (6-30)

where:
hn = height above the based to the highest level of the structure
CT = building period coefficient
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Table 6.8 Pressure Coefficients Cp for Conical Bin Roofs

Roof Zone Pressure Coefficients Cp

Windward Roof Side −0.8*
Leeward Roof Side −0.5
Localized Pressure Zones −1.0



The Structural/Seismic Design Manual (SSA, 2001) provides an example for a tank sup-
ported on the ground by a foundation in which the period of vibration is calculated for a
thin-walled cantilevered cylinder in which:

Eq. (6-31)

where:
D = bin diameter
L = height of the bin
w = weight per foot of the bin = total weight- including bin contents/height of the bin
t = wall thickness

Using this equation, many thin-walled metal bins would be considered flexible struc-
tures and the design base shear would be calculated as:

V = CsW Eq. (6-32)

where:
Cs = seismic response factor
W = weight of the bin and its contents

The seismic response factor, Cs, is calculated based on the earthquake importance factor,
spectral response factor, and the spectral response acceleration factor, both of which are
site specific factors indicated in either ASCE 7-05(2005) or the IBC (ICC, 2006). The
weight, W, for non-building structures shall include the dead load of the structure as well
as the bin contents. ACI 313 (1997) suggests that the effective weight of the stored mate-
rial be taken as 80% of the actual weight. While ACI assumes that the silo is full, the
weight W, which would be used to calculate the lateral seismic force, is reduced because
of energy losses through intergranular movement and particle-to-particle friction of the
stored material (Note: The reduction may be dropped in the next proposed revision of ACI
313.). The importance factor I and seismic use group are based on both the relative hazard
of the bin contents and its function. For grain bins, an argument could be made that the
importance factor could be based on a hazard classification of H-1, which is for biologi-
cal products with low fire or low physical hazard and H-1, which is any non-building struc-
ture not considered essential in an emergency. Using this idea, a grain bin would have an
importance factor of I = 1.0.

The vertical distribution of shear forces must then be determined as well as the over-
turning moments caused by the lateral shear forces. The vertical distribution of shear forces
is then calculated by:

F = CvxV Eq. (6-33)
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where:
Cvx = vertical distribution factor
F is assumed to be applied two thirds of the height of the bin at the centroid of a trian-
gular distribution.

For above grade bins supported on a support structure the attachments, supports and the
tank must be designed to meet the requirements of the loads caused by earthquakes. The
techniques used for this type structure are more complex because of the hazards posed by
the massive weight of the structure being supported above the ground.

6.14 Grain Handling

The principles of sizing grain handling components are (Loewer et al., 1994):

(1) At least one component of the grain handling system will always be the
limiting factor for system capacity.

(2) The limiting component should have sufficient capacity to handle the
maximum desired flow rate of the system.

(3) Each grain handling component must be able to handle the flow of grain
into it from all other equipment components that operate simultaneously
and feed it directly.

(4) There should be safeguards against accidental overloading of handling
components that are located “downstream” from larger capacity equipment.

(5) Selection of a component should be based on its ability to handle the grain
at the least possible cost per unit of material processed.

The first step in designing a grain handling system is to specify the desired processing
rate between delivery and receiving stations. At least one component in the materials han-
dling system will always be limiting. The key to optimizing the design is to select the
materials handling component with the smallest capacity that is sufficient to meet or
exceed the design specifications.

Materials handling equipment may be placed in series or parallel. A certain amount of
“surge” capacity must exist at each junction between conveyors or between conveyors and
receiving or delivery points. The sizing of these surge capacities is primarily dependent
on economics. It is preferable to size the downstream conveyor in serial systems slightly
larger than the upstream conveyor in order to minimize the surge capacity between the
two conveyors. Theoretically, no surge is needed in serial systems if the flow rates from
one conveyor to another are the same, or if all conveyors are operating at less than
maximum capacity. In the latter case, the excess capacity serves to alleviate surges in the
system flow.
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One method of regulating flow of granular materials through the handling system is to
place control valves or gates at the exit point of each surge capacity. The set points for
these devices must insure that the downstream conveyor will not be overloaded while, at
the same time, keeping the surge capacity from being exceeded and causing an eventual
stoppage of the upstream conveyor.

The designer should consider that some materials handling components will have dif-
ferent capacities, depending on the type and condition of the material being handled. For
example, the same screw conveyor will convey different quantities of grain depending on
the grain type (i.e., corn or soybeans), moisture content (higher capacities at lower grain
moistures), and degree of cleanliness (lower capacities with trashy grain). Designs of con-
veyors in series should be based on the maximum expected capacity and include control
valves for further flow regulation.

Another consideration is the starting of the materials handling system. The order of
starting should begin with the most downstream conveyor, working back to the receiving
point. This insures that the entire pathway is clean and able to convey material without
overloading the surge capacities or, in some cases, the exceeding the starting current
needed for electrical motors.

Conveyors have multiple uses in most handling systems for bulk materials, especially
those at the farm level. For example, the same bucket elevator may be used to receive wet
grain and convey it to the wet holding bin, receive dry grain from the dryers and convey
it to storage, and receive grain from storage and convey it to trucks for delivery to market.
The bucket elevator should be of sufficient capacity to satisfy each of the situations rec-
ognizing that it may be oversized for some of its applications. The design procedure is to
trace each flow pattern to insure each conveyor in series is of sufficient capacity to handle
the incoming material.

CEMA (Conveyor Equipment Manufacturers Association, www.cemanet.org) and the
ASABE (American Society of Agricultural and Biological engineers, www.asabe.org) are
useful sources of technical material and material classifications for design and use of con-
veying equipment for bulk materials.

6.14.1 Screw conveyors

A screw conveyor or auger system is composed of several parts. The screw conveyor
is composed of a pipe with a welded steel strip that is formed into a continuous helix. The
helix is referred to as the flighting. The distance along the pipe from one point on the
flighting to the next similar point is called the “pitch.” Couplings and shafts refer to 
the mechanisms by which two screw conveyors are joined. Hangers are used to provide
support and maintain alignment of the screw conveyor. The screw conveyor may be housed
in a “tube” or “trough”. The tube is a hollow cylinder while the trough has a “U” shape,
hence the term “trough” augers.
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The theoretical capacity of a full screw conveyor is:

Eq. (6-34)

where:
Ccap = volumetric capacity of full screw conveyor, ft3/h
D = diameter of screw, (in)
d = diameter of shaft, (in)
P = pitch of the auger (usually the pitch is equal to D), (in)
N = revolutions per minute of the shaft

The actual capacity of the screw conveyor may be one third to one half of the theoret-
ical capacity, because of material characteristics, screw-housing clearance, and the degree
of elevation.

Horsepower requirements are difficult to determine because of the variations between
different augers and materials. The following equation estimates the horsepower required
for an auger operating in the horizontal positioning (Henderson and Perry, 1976):

Eq. (6-35)

where:
Chp = computed horsepower
Ccap = volumetric conveyor capacity,ft3/min
L = conveyor length, ft
W = bulk weight of material, lb/ft3

F = material factor

The horsepower in Equation 35 must be adjusted for horsepowers under 5.0 hp:

If Chp < 1, hp = 2.0Chp

If 1 =< Chp < 2, hp = 1.5Chp

If 2 =< Chp < 4, hp = 1.25Chp

If 4 =< Chp < 5, hp = 1.1Chp

If Chp >= 5, hp = Chp

where hp = horsepower of horizontal auger.
Screw conveyors become less efficient when they are used to convey material verti-

cally. Capacity decreases with inclination about 30% for a 15° inclination and about 55%
for a 25° inclination.
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Tube and U-trough screw conveyors are the two most common conveyors of grain. Gen-
erally, U-trough screw conveyors operate at a lower speed than tube screw conveyors.
Their screw diameters are usually larger giving them greater capacity per revolution.
Because of their lower speed, the U-trough screw conveyors are generally considered to
cause less grain damage than tube screw conveyors. However, tube screw conveyors are
less expensive and meet the needs of most grain handling situations.

Portable screw conveyors are used extensively for transferring grain into and out of
storage. Diameters typically range from 6 to 12 inches with maximum capacities near
5,500 cubic feet per hour. Portable screw conveyors range in length from around 6 to 100
feet. Moving grain with this type of screw conveyor at angles exceeding 45° is consid-
ered impractical.

6.14.2 Belt conveyors

The belt conveyor is an endless belt moving between two or more pulleys. The belt and
its load may ride over a stationary flat surface, but to reduce friction, the belt and its load
are usually supported by rollers referred to as idlers. Sets of three idlers are typically used
with the two side idlers tilted at angles up to 45° to form a trough.

Belt conveyors are a very efficient but relatively expensive means of transporting bulk
material. Grain damage is relatively low so this type of conveyor is often used in seed
processing and conditioning systems. Belt conveyors are often used in large commercial
operations because conveying capacities can be high and they can transport grain long dis-
tances. A belt in Africa, used to transport phosphates, is 60 miles long. They are limited
in their angle of elevation for agricultural grain to below 15–20°, although greater angles
can be used if the belt is equipped with cups or ribs. Belt conveyors can also be used as
feeders (Figure 6.8).

The capacity of a belt conveyor is the belt speed times the cross-sectional area of the
bulk material belt speed. The cross-sectional area profile is determined by the type of
rollers. Typically, three rollers are used, the center one being horizontal with the other two
cupped inward at angles ranging from 20 to 45° (Figure 6.9). Flat belts may be used but
at much reduced capacities.
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The power requirements for a belt elevator consist of the needs to:

• overcome the frictional forces associated with the movement of the belt,
• accelerate the materials being conveyed, and
• lift the material to higher elevations.

The acceleration and lifting power requirements can be calculated from the basic
methods of dynamics. However, the frictional requirements are highly system 
dependent. Empirical relationships are typically used to estimate the power required to
drive belts.

The drive is located on the discharge end. The drive pulley must be large enough to
ensure sufficient contact area to insure a positive drive. Idlers are often used to increase
wrap contact area. Stitched canvas and solid woven rubber belts are commonly used. Belt
conveyors are typically equipped with drive tension or take-up devices. Grain is fed on to
the belt by a chute or feeder and is discharged over the end of the belt or can be discharged
at right angles to the belt by using a using a tripper consisting of two idler pulleys that
cause the belt to take the shape of an “S” (Figure 6.10). Grain is discharged over the top
idler and is caught by a chute that diverts the grain to the side. Grain can be blown or
shaken off at high belt speeds, particularly if flat belts are used. Belt capacity can be esti-
mated from Table 6.9.

The horsepower required to drive a belt conveyor can be calculated by adding the power
required to accelerate grain to the belt velocity and elevate grain on inclined belts to the
power required to overcome the frictional resistance of the belt and the frictional resist-
ance of idlers and unloading devices. The frictional constants are variable depending on
the grain being handled and operating conditions, so most belt conveyor components are
sized based on empirical data.
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6.14.3 Bucket elevators

Bucket elevators are one of the more commonly used conveyors of grain between dif-
ferent elevations. The typical bucket elevator (often referred to as a “leg”) conveys grain
vertically using buckets attached along a belt. The grain exits the bucket elevator by gravity
or by centrifugal force as the buckets begin their downward movement. From the top of
the bucket elevator, grain is directed through a chute to either a bin or another conveyor
such as an auger or belt. The base of a bucket elevator is referred to at the “boot,” the ver-
tical housings for the belts are referred to as “legs” and the top of a bucket elevator is the
“head.” Chutes leading from the bucket elevator head downward to bins or other con-
veyors are referred to as “downspouts.”

Bucket elevators are very efficient to operate because there is little sliding of the gran-
ular material along exposed surfaces, thus significantly reducing frictional losses. They
occupy relatively little horizontal area, and can be purchased in a wide range of capaci-
ties. In addition, bucket elevators can be operated at less than full capacity without dam-
aging the material as much as most other conveyors. Bucket elevators are relatively quiet,
have long lives, and are relatively free of maintenance. They require little labor to operate.

The primary disadvantage of bucket elevators is the comparatively high purchase and
installation costs. Other considerations relate to where maintenance and repair will be con-
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Table 6.9 Belt Load Cross-sectional Areas and Maximum 
Belt Speeds

Belt Margin Total Cross Section Area Maximum
Width Width for Surcharge Angle b Speed
(in) (in) (ft2) (ft/min)

β = 10° β = 20° β = 30°
14 1.7 0.07 0.10 0.12 400
16 1.8 0.10 0.13 0.16 450
18 1.9 0.13 0.17 0.21 450
20 2.0 0.17 0.22 0.27 500
24 2.2 0.26 0.33 0.41 600
30 2.5 0.42 0.54 0.67 700
36 2.8 0.62 0.80 0.99 800
42 3.1 0.86 1.12 1.37 800
48 3.4 1.16 1.48 1.83 800
54 3.7 1.45 1.90 2.33 800
60 4.0 1.83 2.36 2.91 800



ducted. The motor for a bucket elevator is located in the head of the conveyor. Similarly,
chutes are suspended high above the ground. The bases of most bucket elevators are
located in pits in order to be fed by gravity from a receiving pit. This can increase prob-
lems associated with clean-out of the conveyor, especially if water collects around the 
elevator boot. Bucket elevators are not portable although additional downspouts may be
added to serve other locations. There is potential for mixing of material as a result of acci-
dentally directing material to the wrong location because the operator often cannot directly
see to where the material is being transferred.

The design of bucket elevators begins with determining the through-put capacity and
discharge height followed by selection of auxiliary components to the system. The dis-
charge height is determined by identifying the elevation above ground, where the granu-
lar material is to be delivered as referenced by the location of the bucket elevator. The
angle of the downspouting must be sufficiently steep so that the material will easily flow
to the desired delivery point. The following minimum angles, referenced to ground level,
are recommended for downspouting common grains within “normal” ranges of moisture:

• Dry Grain 37°
• Wet Grain 45°
• Feed Material 60°

Other design considerations include determining how the product will be fed into the
boot. Grain can be feed from either side of the boot, but it is usually desirable to feed
grain from the front, so that buckets are not required to fill by dragging through the grain
in the bottom of the boot. A wide range of vendors supply belt and bucket materials. Only
two thirds of the bucket’s capacity is used to calculate capacities.

The belt will stretch after a period of time and unless there is a method to take up the
belt stretch, the belt will eventually start slipping on the drive pulley. The take-up device
moves one pulley further away from the other. The pulley to be moved can be either the
top or bottom pulley. Easily accessible clean-out doors are needed back and front of 
the boot.

Dust is generated within the elevator by the bucket loading process. Dust can be
extracted from the bucket elevator by dust collection systems where necessary. Many
grains produce dust that is explosive under dry conditions. The installation of bursting
panels and possibly pressure and temperature sensing instrumentation to detect high-risk
conditions should be considered. The selection of materials suitable for an explosive envi-
ronment and equipment to control static charge build-up reduces hazards.

The bucket spacing times the number of buckets per second determines the required
belt speed. The speed of centrifugal bucket elevators is usually in the range to 5 to 6 ft/s.
A simplifying assumption is made that the grain is thrown at the top of the head pulley
(Figure 6.10). At this point, centrifugal force and gravity force are balanced.
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Eq. (6-36)

where:
w = weight of grain, (lb)
v = tangential belt velocity, (ft/min)
b = angle from top dead center
r = pulley radius, (ft)
F = Force = Wg, where g = 32.2 ft/sec2.
N = revolutions per minute
Equating forces and substituting cos(b) = 1.0 at top dead center gives:

Eq. (6-37)

and for v = 2pNr:

Eq. (6-38)

and

Eq. (6-39)

If the elevator empties into a chute, the trajectory to determine chute placement is cal-
culated from:

sv = +0.5gt2 Eq. (6-40)

sh = vot Eq. (6-41)

where:
sv = vertical displacement (ft)
sh = horizontal displacement (ft)
vo = initial velocity (ft/s)
g = acceleration from gravity = 32.2 ft/s2

t = time (sec)

The distance of the chute from the vertical center of the head pulley must be sufficient
to allow the buckets to clear the wall of the elevator on the downward leg. The differen-
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tial velocity of the inner and outer lips of the bucket must not be large, or the product at
the outer lip may discharge too early and hit the top of the head and fall back to the boot.

The power to operate a bucket elevator can be estimated from:

Eq. (6-42)

where:
Php = horsepower, (hp)
Q = amount of material handled, (lb/min)
H = lift, (ft)

This value should be increased by 10 to 15% to account for friction losses and the power
required to move buckets through stationary grain and to accelerate the grain.

6.14.4 Pneumatic conveyors

Pneumatic conveyors use air to transport materials through a closed duct or tube. Since
the only moving parts are fans and feeders, they are mechanically reliable. The convey-
ing path is not fixed and pneumatic systems can branch. The basic types of pneumatic con-
veyors are dilute phase and dense phase conveyors, which differ by pressure and air speed.
Dense phase conveyors are run by compression, and are used for conveying mainly heavier
material loadings. Because of this, these convey at a slower rate than dilute phase con-
veyors, which convey by creating a vacuum. This method is used to convey smaller, lighter
materials. Low-pressure systems are usually powered by centrifugal fans. High-pressure
systems typically use positive displacement blowers. Vacuum systems are well suited for
unloading when the location is not fixed. Pressure systems are more efficient than vacuum
systems and are best suited for stationary applications. In vacuum units, the blower pulls
both grain and air through the receiving tube. Before the grain reaches the blower, a
cyclone separator is used to separate the grain and the air.

An advantage of pneumatic conveyors is their ability to reach out of the way locations
that would otherwise require several augers connected in series. Pneumatic conveyors are
especially suited for flat storage systems because this type of storage is much more diffi-
cult to unload using augers than conventional grain bins. Dust and shoveling are mini-
mized and a single worker can operate the unit during unloading. Mechanical parts are at
ground level and easy to maintain. The units are self-cleaning and relatively safe in that
moving parts are not exposed (Hellevang, 1985). They are much safer than portable augers.
Working near the intake nozzle in a confined area can be virtually dust-free. However,
working near the discharge can be extremely dusty. The use of ear protection is recom-
mended because of the excessive noise at the discharge.

P
QH

33,000
hp =
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Pneumatic conveyors have a major disadvantage in that considerably more energy is
required per unit of grain transported than many other grain handling systems. For similar
capacities, much larger power requirements are needed, and often on-farm units are
powered through tractor-driven PTOs. Grain damage and dust associated with pneumatic
conveying are similar to that of bucket elevators and drag conveyors where velocities are
4,000 ft/min or less. However, damage increases exponentially for higher velocities.

Some low-cost systems feed grain through the fan, but grain damage is high for these
systems and damage to the fan is also a problem. Grain handling systems should utilize
feeders. Separation devices such as cyclones are used at the exit end to separate grain from
air. Conveying air, after it has been separated from the grain in the separator cyclone, is
filtered or passed through a screen before entering the blower.

Movement of grain through a pneumatic system is driven by air velocity. Henderson
and Perry (1976) give an air rate of 15 to 50 ft3/lb for most grain applications. The required
air velocity depends largely on the bulk density of the material being conveyed. A range
of 60 to 100 ft/s is generally recommended for most farm conveying applications. The air
velocity in turn determines the airflow rate (ft3/s) and the diameter of the piping. The air
velocity also determines the type of grain flow pattern within the pipe. Grain in conveyor
tubes will flow in varying patterns, depending on velocities and tube dimensions:

• Grain totally suspended in the air mass;
• Grain settling out, forming dunes and then moving along the bottom of the

pipe; and
• Grain settling out, forming blockages and moving out in slugs when the pres-

sure builds up.

The capacity of a pneumatic conveyor depends on the ability of the blower to provide
adequate suction and discharge pressures to overcome losses:

• Air friction losses at the intake entrance;
• Air friction losses in the pipe. These losses depend on pipe length, diameter,

type, and bends in the pipe network;
• Losses produced by grain on wall friction and grain-on-grain friction of grain

moving in horizontal pipes and around bends;
• Losses caused by energy required to accelerate grain;
• Losses caused by the energy required to lift grain through elevation differ-

ences in the system; and
• Air friction losses in separation devices such as cyclones. Cyclones dissipate

the energy of the air and grain mixture which causes the grain to separate
from the air.

Systems that use a series of elbows soon after the airlock can have capacity problems,
because the grain is not able to get up to speed before making a turn. At least ten feet of
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straight tube is required at the airlock transition outlet before the first elbow is installed.
At least eight feet of straight length should be kept between elbows to maintain convey-
ing velocity.

Relationships based on fluid mechanics theory are available and describe the qualita-
tive behavior of pneumatic conveying systems, but pressures predicted by theory are cur-
rently not accurate enough for design purposes, so practical systems are designed based
on empirical relationships.

6.15 Chutes

When suitable elevation differences exist, granular materials can be transported using
chutes by means of gravity. Chutes are low cost, but must have sufficient slope to reliably
start operating and not to clog with damp material or trash. Chutes should not converge
because changes in chute cross-section area can stop grain from sliding. For agricultural
grains and most biomass, chutes require a slope of at least 30° from horizontal. In general,
the chute slope should exceed the angle of repose of the material. As chute slope increases,
the elevation difference between origin and end point increases, resulting in increased
structural costs. As slope increases, particle velocities increase and greater particle damage
occurs. Grain seed coats are often abrasive and over time, moving grain can cause sig-
nificant wear and will often cut through steel at impact points. The impact pressure can
be estimated from (Figure 6.11):

Eq. (6-43)

where:
Pi = impact pressure, (lb/ft2)
V = velocity before impact is in feet per second, (ft/s),
W = bulk density, (lb/ft3)
q = impact angle of incoming grain stream, (°)
g = acceleration of gravity, (32.2 ft/s2)

The best chute design is a compromise among con-
struction costs, reliability, and particle damage.

6.16 Grain Cleaning

Cleaning is the removal of foreign material from
grain. Combines separate straw and large foreign items
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from grain, but large quantities of short straw segments, chaff, and other foreign materi-
als remain mixed with grain when it arrives for drying or storage. Grain quality is based
in part on absence of trash and trash interferes with flow of grain in conveying devices
and with heat and mass transfer during drying. Trash usually contains weed seeds that are
undesirable when grain is to be used for seed.

Cleaning is based on differences in physical properties between grain and undesirable
material. Grain can also be sorted into grades by cleaning devices. Some properties that
can be used to clean or sort grain include (Henderson and Perry, 1976; Hall, 1963; Vaughn
et al., 1968):

• Size
• Shape
• Density
• Coefficient of friction
• Surface characteristics
• Optical properties—Reflectivity and Color
• Electrical characteristics

The most commonly used property is size and the most common sorting device is the
screen or sieve. Screening refers to the separation of material into two or more size frac-
tions. When only a few large particles are removed in an initial process, the process is
known as scalping. Screens combined with an air blast can effectively clean grain for most
purposes. Screens are suspended so that they can be oscillated in both horizontal and ver-
tical directions. The combined oscillations cause the grain to be stirred as it moves down
a screen. A fanning mill, as shown in Figure 6.12, is a type of cleaner that combines screen-
ing with air separation. Air separation is based on differences in density between grain
and trash as governed by:

Eq. (6-44)

where:
A = projected area of particle, (ft2)
g = fluid specific density, (lb/ft3)
gp = particle specific weight, (lb/ft3)
C = particle drag coefficient
Re = Reynold’s number
g = acceleration of gravity, (ft/s2)
d = average particle diameter, (ft)
m = fluid viscosity, (lb/ft-s)
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Spiral separators and disc separators are widely used to grade seed. Spiral separators
separate material based on shape. They consist of a helix-shaped trough. Material is intro-
duced at the top and as round particles accelerate, they roll over the edge of the helix. The
round particles are caught in an outer trough and are collected. Spiral separators are very
useful for separating round grains such as soybeans, canola, or mustard from similar-sized
trash.

Disc separators separate grain based on grain length. The disc is mounted on a rotating
horizontal shaft. The side of the disc facing the moving grain is notched with pockets just
smaller than the size of the desired grain. As material moves past a disc, short grain and
trash are picked up and clean grain continues past the disc. A series of discs mounted on
the shaft can be used to sort for several sizes of seed in sequence.

6.17 Testers for Measuring Flow Properties

There are many testers for measuring flow properties of particulate systems. These
testers are generally called granular flow testers or granular shear testers. Most of these
testers have been adopted by civil engineers who have been using them for over a century.
Some of the testers, which are shown for completeness in Figure 6.13, are not suitable for
free flowing granular materials because the principle of their operation only supports cohe-
sive materials; these are the uniaxial tester and Johanson indicizer. It must also be pointed
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out that some of the testers cannot be used in their existing form for free flowing granu-
lar materials such as grains because of the particle size effects on the measurements. A
larger version of the testers is necessary for such measurements. For example, a 4.0-inch
diameter and 8.0-inch high cylindrical specimen can be used in a triaxial test instead of
2.8-inch diameter and 5.6-inch high cylindrical specimens. The rule of thumb to minimize
particle size effects is to have the diameter of the specimen at least six times larger than
the diameter of the largest particle, Dspec/Dparticle > 6.0. A ratio of Dspec/Dparticle > 10.0 is even
better if there are no size restrictions in modifying the device.

6.17.1 Classification of flow testers

Testers fall into the two main categories of direct or indirect shear testers, as shown in
Figure 6.13. In direct shear testers, the location of the shear zone or shear plane is deter-
mined by the design of the tester; whereas, in indirect shear testers, the powder develops
its own shear plane or shear zone before failure due to the state of stress.

6.17.2 Examples of flow testers

Many different kinds of flow testers are commercially available that allow the deter-
mination of some measure of flowability. Examples are, but not limited to, translational
shear testers like the Jenike’s shear cell (Figure 6.14), rotational shear testers like Schulze
ring shear tester (Figure 6.15), the Walker ring shear tester and Peschl rotational shear
tester (Figure 6.16) and the uniaxial testers.

There are a few other flow testers that are used for research purposes and are owned by
a handful of research institutions worldwide, such as the biaxial tester and true triaxial
tester. These testers are extremely complicated to build and to operate and they have not
been developed to a stage of practical utility. A true triaxial tester can cost over half a
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million dollars. Some of the testers, which are shown for completeness in Figure 6.13, are
not suitable for free flowing granular materials because the principle of their operation
only supports cohesive materials; these are the uniaxial tester and Johanson indicizer. The
Jenike shear tester is probably one of the most popular shear testers and is widely used in
industry.
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All of these testers provide some information on flowability. Also they can be used in
any situation where two granular materials are to be compared for flowabilty. They can
also be used for quality control. They provide the major principal stress at steady flow, s1,
also called the major consolidation stress and provide the unconfined yield strength, sc.
These can be plotted on Mohr’s circle and then the yield locus and effective yield locus
can be plotted. Each preconsolidation load yields one yield locus and this preconsolida-
tion corresponds to a certain bulk density, rb. A plot of the unconfined yield strength, sc,
versus the major principle stress at steady flow, σ1, yields what is defined as the flow func-
tion, sc = f(s1,c). The flow function is an indicator of flowability.

Many of the commercially available devices are empirical in nature and the flow param-
eters obtained are based on assumptions to some extent. They do not provide enough infor-
mation for the formulation of a general 3-D constitutive model. In addition, most of these
devices evaluate whether granular materials flow or not but are unable to predict condi-
tions when the powder is partially flowing and partially stationary. An extensive review
of these testers can be found in van der Kraan (1996) and Schwedes (1999).

The triaxial tester is another tester that could be potentially useful as a granular flow
tester. However, in its currently available form, is not suitable for the study of dry free
flowing granular materials. Enhancements of the triaxial cell, which is an indirect shear
tester, are available (Haaker, 1982 and Abdel-Hadi, 2000, 2002a, 2002b). One type of
enhanced triaxial cell is shown in Figure 6.17 (Abdel-Hadi, 2000). The classical triaxial
cell was invented about a century ago with the purpose of characterizing soil behavior
over a range of pressures that is of interest in civil engineering and mining applications.
Most of these triaxial shear testing devices use the specimen in a wetted or saturated form.
However, this might interfere with, or change the inherent properties of free flowing gran-
ular material. In addition, they were designed to operate under elevated pressures that are
applicable to geomechanics. This motivated the development of enhanced triaxial cells
that can operate at low confining pressures. A new volume change device has also been
developed applicable to low confining pressures. Accurate volume changes can be used to
obtain the volumetric strain, which combined with the axial strain, can be used to calcu-
late the lateral strain (Abdel-Hadi 2000, 2002a, 2002b).

6.18 Modeling of Granular Materials

This section focuses on methods for solving boundary value problems using both ana-
lytical and computational techniques for granular materials. The analytical approach
involves the use of classical continuum mechanics to develop continuum constitutive equa-
tions that describe the stress-strain relationships. The prediction of stresses in static and
flowing granular materials in either a shear cell or a bin and hopper or a process requires
complex constitutive models. The determination of the mechanical properties of granular
materials plays a major role in developing constitutive models that lead to the under-
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standing and solving problems associated with storage, flow, transportation, and handling
of granular materials.

Compaction, rat-hole formation, funnel flow, bridging, and arching are examples of
problems encountered in storage facilities. The currently available design procedures for
bins and hoppers are based on semi-empirical analyses developed by Jenike (1961, 1964,
and 1967), Johanson (1965, 1968) and Jenike et al. (1973). In many cases, robust consti-
tutive equations are not available, and if they exist, sometimes they are of limited use and
reliability. Developing these constitutive equations is not an easy task. Robust and reli-
able constitutive equations are needed to model the complex behavior of particulate 
materials. However, these equations are only as good as the extent to which the physical
phenomena are understood and simulated. Therefore, for a constitutive model to be suc-
cessful, two criteria have to be fulfilled.
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First, if the material exhibits instantaneous (elastic) behavior, the response must be
determined. In this case, the relevant elastic parameters have to be identified and experi-
mentally determined as precisely as possible following an experimental procedure insur-
ing that just “the elastic parameters” are measured. This task is generally not easy and it
requires intuition and insight into the problem. The main reason is that the deformation
of granular materials is strongly time dependent and it is not easy to distinguish by test
between the elastic and the time-dependent deformations. Secondly, the functional rela-
tionships between the parameters have to be established. Some of these parameters are
coupled, for example, creep and dilatancy, dilatancy and creep failure, and dilatancy and
permeability.

Presently, there is no generally acknowledged theory of particulate matter based on first
principles. As opposed to solids, gases, and liquids where such theories exist, only frag-
ments of a theory are available. In other words, there are no general constitutive equations
that describe the behavior of all particulate materials. There is not even a general consti-
tutive equation for one material. Each constitutive model is only good for a given mate-
rial for a specific preconsolidation and for particles of specific shapes and specific mean
size and size distribution. Even if the mean size is the same for two samples, but the dis-
tribution is different, different constitutive equations describe their behavior.

One way to fine tune the model is by the accurate determination of the relevant elastic
parameters. Thus, the main objective in developing constitutive models is to develop or
implement advanced measurement techniques, by using high-precision instruments and
improved experimental methodologies.

The ultimate goal is to develop constitutive models that describe the complex rheology
of granular materials. Such models have to reproduce the principal features of the mechan-
ical response of granular materials. This response is essentially nonlinear and depends on
both the loading and time histories.

As for soils, granular materials tend to change in volume under shear load, but their
volumetric changes are different from those of soils. Soils always exhibit both compress-
ibility and dilatancy. The volumetric behavior of granular materials strongly depends on
the particle size and cannot be eliminated by homogeneity.

Certain similarities in the mechanical behavior of soils and granular materials have
resulted in the adaptation of models from soil mechanics and geomechanics to granular
mechanics. Usually, the models are based on the experimental data obtained in hydrostatic
and triaxial compression tests, and differ by the hardening rules, yield surfaces, and
visco/plastic potentials (Cristescu and Hunsche, 1998). Naturally, the choice of a model
is defined by the mechanical behavior of the material observed in the experiments, as well
as by the needs of the follow-up applications of the model.

Computer simulations are ideal for observing granular structures both under static and
dynamic loading conditions that are currently not possible even with sophisticated exper-
imental techniques. They are also ideal when constitutive equations are not available and
when they are questionable. They give an insight into the behavior of a system of parti-
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cles as a bulk and also an insight on the particulate level. A recent review by Savage (1998),
on modeling both analytical and computational for solving boundary value problems in
granular materials, critically examines such approaches. With the advent of new computer
technology and the availability of powerful desktop computers, the computational 
techniques for simulating static and dynamic granular behavior are getting faster and
cheaper.

Finite element and finite difference approaches can be used to solve the constitutive
equations mentioned above when they cannot be solved by analytical means. One of the
commercially available packages that can be implemented for granular materials is
ABAQUS1. It contains an extensive library that covers linear, nonlinear, isotropic, and
anisotropic materials. It also contains constitutive models for a wide range of materials,
and allows your own material model to be written and run with ABAQUS.

Molecular dynamics is one of the best numerical methods for the simulation of granu-
lar systems. Initially molecular dynamics was developed for the numerical simulation of
gases and fluids on the molecular level. Later molecular dynamics was adopted for gran-
ular systems. The simulations are limited to about 20,000 particles on a personal com-
puter. Models can run over real time for some seconds to some minutes. A good modern
reference for the subject is Poschel and Schwager (2005). It contains models and readily
usable algorithms and serves as an introduction to the application of molecular dynamics.
Early work in the subject has been done by Haff (1986), Cundall (1979), Gallas (1992),
Walton (1986), and others.

Discrete element simulation (DES) methods are the offsprings of molecular dynamics
(Walton, 1993; Herrmann, 1995). These simulations are limited to 104–105 particles. The
complexity of the particle interaction laws used in DES determines the intensity of the
computer simulations and thus the limitation on the number of particles that can be prac-
tically simulated. If the particle interaction laws are relaxed, a larger number of particles
can be simulated but at the expensive of less realistic simulations. The relaxation of these
laws will eventually lead to models of hundreds of thousands of particles that would
provide qualitative rather than quantitative results. A number of 2-D simulations have been
performed using disks rather than spheres for 3-D simulations, but again the results are
qualitative and are only suitable to accurately model a few industrial processes. DES uses
the constitutive development described above or continuum finite element and finite dif-
ference computations for the bulk, and consequently simple particle interaction laws must
be deduced that are needed for DES codes. DES is a powerful tool that can be used to
satisfy two objectives: i) direct simulation, and ii) develop constitutive equations for cases
where the constitutive equations are difficult to develop by experimental means.

Cellular automata (CA) is a simple form of molecular dynamics. The particles are
allowed to interact in a rather simplified and limited way. CA was originally developed to
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increase computational efficiency. Care must be taken that assumptions are not oversim-
plified, or erroneous results can occur. On the other hand, if the complexity of particle-
particle interaction rules is increased, then it evolves to the DES approach described above.
This method is favored more for its qualitative rather than quantitative results (Savage,
1993).
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7 Milking Machines and Milking Parlors

Douglas J. Reinemann, Ph.D.

University of Wisconsin, Madison, Wisconsin, USA

7.1 Introduction

A milking machine is a device composed of several parts. When properly assembled
and supplied with a source of energy, the milking machine will remove milk from an
animal’s udder and transport milk to a storage vessel. A well-designed system will harvest
milk quickly and gently, make efficient use of labor, maintain animal udder health, and
will be easy to clean and sanitize.

The milking machine is the most important piece of equipment on a dairy farm. The milk
harvesting, cooling, and storage system is used more hours per year than any other equip-
ment on a farm. Proper design, construction, maintenance, and operation of this equipment
are essential to harvest and deliver a high-quality product in the most efficient way. The
success of any milking machine design depends on an understanding of its function.

Milking systems have specific requirements regarding slope of pipelines and physical
relationships between animals and machines. Other physical relationships, while not
absolutely required, will greatly improve the performance of the milking system. The
milking machine is typically fitted into a milking parlor, a specialized building where cows
are brought to be milked and then returned to their housing areas. A milking parlor facil-
itates the efficient use of milking labor by providing for cow movement and handling
equipment and by positioning cows in way to make the milking process easier. The purpose
of this chapter is to explain how a milking machine works, describe each of the compo-
nents, identify criteria for milking machine design, discuss special aspects of fitting a
milking machine into a milking parlor, and describe various options for milking parlor
design.

7.2 The Milking Routine

Good milking starts with a clean, healthy cow properly prepared and stimulated for milk
let-down. Cleanliness is important to avoid transfer of mastitis-causing organisms from
the environment to cows’ udders and from cow to cow during milking. The ease and speed

Myer Kutz (ed.), Handbook of Farm, Dairy, and Food Machinery, 167–189
© 2007 William Andrew, Inc.

167



of cleaning teats is directly related to the cleanliness of cows when they enter the parlor.
The animal housing environment thus has direct impact on the efficiency of the milking
process. Stimulation prepares cows to release their milk and is important to reduce the
time required to harvest milk. Reducing the time that milking units are attached to the cow
will improve milking parlor efficiency and reduce the potential for damage to the teat end.
An effective and efficient milking process includes the following aspects:

• Provide a clean, low stress housing environment for cows;
• Maintain a consistent operating routine for bringing cows to the milking

parlor and during the milking process;
• Check foremilk and udder for mastitis;
• Wash teats with an udder wash solution or predip teats with an effective 

germicidal product;
• Dry teats completely with an individual towel;
• Attach milking unit within two minutes after the start of stimulation;
• Adjust units as necessary for proper alignment;
• Shut off vacuum when milk flow rate has dropped to a minimal level and

remove milking units;
• Apply a post milking germicide to teats.

Some of these procedures may be automated. None should be eliminated if mastitis 
prevention and quality milk production are your goals. Pre-milking procedures should be
performed in the same manner and order of operation for every milking. The order in
which cows are milked can have an impact on controlling the spread of mastitis. By
milking first lactation cows first, second and later lactation cows with low somatic cell
counts second, cows with high somatic cell counts third, and cows with clinical mastitis
last, the chance of spreading mastitis organisms from cow to cow is reduced. The milking
parlor should be designed so that the various steps in the milking routine can be performed
efficiently and easily. This involves providing cow handling and positioning facilities and
convenient locations for the equipment used for cow preparation such as towel dispensers,
teat dip cups, or permanently mounted power dipping cups.

7.3 The Milking Machine

All types of milking machines have the following basic components and functions:

• A system for vacuum production and control;
• A pulsation system;
• One or more milking units to withdraw milk from the udder;
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• An arrangement for transporting milk and releasing it from the system
vacuum to atmospheric pressure;

• Additional equipment for cleaning and sanitizing the milking machine after
milking;

A simplified diagram of a milking system (Figure 7.1) illustrates the flow paths for milk
and air through a typical milking system. Air is continuously removed from the system by
the vacuum pump, creating a partial vacuum within the system and the force to withdraw
milk from the udder. The air removed by the vacuum pump (equal to the vacuum pump
capacity) enters the system at various locations.

Milk enters the milking unit through the teatcups and flows through the short milk tubes
to the claw. Air is admitted into the milking unit through an air bleed in the claw or through
air vents near the bottom of each teatcup. “Unplanned” air admission occurs through the
teatcups as they are attached or removed, or whenever they slip or fall off the cow. As the
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diagram shows, the mixture of milk and air flows from each milking unit through the milk
hose and milkline to the receiver, where milk and air are then separated. Milk is pumped
out of the receiver and discharged at atmospheric pressure by the milk pump. Airflows on
through the sanitary trap and distribution tank toward the vacuum pump.

Air enters each pulsator airline in short, regular bursts to create the opening and closing
action of the liners. This pulsated airflows through the pulsator airlines to the distribution
tank and on to the vacuum pump where it is discharged to the atmosphere. Other unplanned
air admission enters as leaks in the pipelines, joints, and fittings. The remaining airflow,
or reserve pump capacity, flows into the system through the vacuum regulator. The 
regulator controls the vacuum level by adjusting the amount of air admitted into the
system.

7.4 Milking Unit

The milking unit is the portion of a milking machine for removing milk from an udder.
It is made up of a claw, four teatcups, long milk tube, long pulsator tube, and pulsator
(Figure 7.2). The claw is a manifold which connects the short pulse tubes and short milk
tubes from the teatcups to the long pulse tubes and long milk tubes. Claws are commonly
made of stainless steel or plastic. Teatcups are composed of a rigid outer shell (stainless
steel or plastic), which holds a soft inner liner. Transparent sections in the shell may allow
viewing of liner collapse and milk flow. The liner is the only part of the milking system
that comes into contact with the cow’s teat. Thus, anything that affects the cow must be
transmitted by the vacuum in the liner or by the liner itself. The annular space between
the shell and liner is referred to as the pulsation chamber.

Continuous vacuum is applied inside the soft liner to withdraw milk from the teat and
help keep the machine attached to the cow. The four streams of milk from the teatcups are
usually combined in the claw and transported to the milkline in a single milk hose. Some
milking units, called quarter-milkers, keep the four milk streams separated to avoid cross
contamination between teatcups.

Pulse tubes connect the four pulsation chambers of the teatcups to the pulsator. The pul-
sator is an air valve that alternately introduces air under vacuum and air at atmospheric
pressure to the pulsation chamber, creating the pulsation action that induces milk flow.
When the pulsation chamber is under vacuum, the liner is open and milk can flow. When
the chamber is at atmospheric pressure, the liner closes (because pressure outside the liner
is greater than the pressure inside the liner), applying a compressive force to the teat, which
massages the teat and reduces congestion and edema that can be caused by the continu-
ously applied milking vacuum.

Pulsators can be timed to operate simultaneously—all four pulsation chambers are 
either under vacuum or at atmospheric pressure at the same time, or alternating—the 



two front pulsation chambers are under vacuum while the two rear chambers are at 
atmospheric pressure and vice versa. Most systems installed today are operated in alter-
nating mode.

Pulsators may be electrically operated and timed, pneumatically operated and timed, or
a combination of both. One pulsator is usually placed at each stall for each milking
machine. Pulsation timing signals may be generated within the pulsator itself or in a central
timing device located in the utility room or other remote location. Atmospheric air may
be supplied to the pulsator through a separate, filtered supply pipe or the pulsators may
open directly to the atmosphere.
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All modern milking systems include a manual or automatic method for releasing the
vacuum in the claw prior to removal of the unit from the udder. In addition, some claws
are fitted with automatic vacuum shut-off valves that activate when unplanned air is admit-
ted to the claw, such as when a milking unit falls off a cow.

7.5 Milking Systems

The design of modern milking system is the result of a combination of field experience,
trial and error, and controlled research experiments. As milking systems become more
complex, particularly in automated milking parlors, there is increasing need for engineer-
ing information about milking system design and troubleshooting. The selection, design,
and installation of a milk handling system must also consider local, state, and federal health
requirements. Milking systems are commonly custom designed for the specific applica-
tion. However, many of the basic functions and components will be the same. There are
two general types of milking systems as defined by how the milk is transported from the
milking unit to the milk receiver.

7.5.1 Pipeline systems

Milk flows from the milking unit to a pipeline that has the dual function of providing
milking vacuum and conveying milk to a milk receiver. Lowline systems, which locate
the milk pipeline below the cow’s udder, are most common in modern milking parlors.
Highline and midline systems, which locate the milk pipeline above the cow’s udder
(usually 3 to 7 feet) are also used in milking parlors and in round-the-barn milking systems,
in which the milking operation takes place in the same area in which animals are housed
(tie-stall or stanchion barns).

7.5.2 Weigh jar systems

Milk flows from the milking unit into a calibrated weigh (recorder) jar under vacuum.
Vacuum is supplied to the weigh jars by a milking vacuum line that is separate from the
milk transfer line. After milking is complete and the milking unit has been removed, a
valve is opened to draw milk from the weigh jar into a milk transfer line and on to the
receiver jar. Weigh jars are usually located at the same level or somewhat below the cow’s
udder.
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7.6 Milking System Piping

Various piping systems must carry milk, air, or both while maintaining the proper
vacuum levels to perform the milking function. Sanitary pipes carry milk and/or wash
solutions and non-sanitary pulsator and main vacuum supply lines are intended to carry
only air. The piping systems found in milking machines and their functions are:

• In pipeline systems:

° Milklines transport milk and air from the milking unit to the receiver. Milk
flows mainly by gravity toward the receiver. Airflows above the milk by
the power of the vacuum pump. Preferably, air moves in a steady stream
that is not constricted by undersized lines or obstructed by slugs of milk
that fill the entire cross-section of the pipe. Unobstructed airflow will
produce a reasonably stable milking vacuum supply throughout the 
milkline.

• In weigh jar systems:

° Milk transfer lines transport only milk from weigh jars to the receiver.
These sanitary lines carry no air and do not supply milking vacuum.

° Milking vacuum lines transport only air from weigh jars to the sanitary
trap. These sanitary lines supply milking vacuum to the weigh jar, which
is connected to the claw by the long milk tube. These lines also transport
water from the wash vat to the recorder and milking unit during cleaning.

• In both pipeline and recorder systems:

° Main airlines transport only air from the sanitary trap to the vacuum pump,
where it is removed from the system. These are non-sanitary lines.

° Pulsator airlines transport only air from pulsation chambers (see Milking
unit) and pulsator hoses to the distribution tank or main airline. These non-
sanitary lines provide alternating vacuum and atmospheric pressure to the
pulsation chamber of the teatcup, causing the liner to open and close—the
action that stimulates milk flow. Pulsator airlines may also transport air
used from various vacuum-operated devices such as automatic detachers.

Sanitary pipes are typically constructed of stainless steel. Some sanitary fittings such as
elbows, valves, and other milking machine components are made of various types of
plastic. Synthetic rubber is used for flexible hoses that carry milk and air from the milking
unit to the rigid pipeline. Non-sanitary pulsator and main vacuum supply lines are typi-
cally constructed of PVC plastic. Vacuum lines are not intended to carry milk, but they
can become contaminated with milk and moisture due to system malfunctions. The lines
should therefore be corrosion resistant, sloped to a drain point, and fitted with openings
for inspection and cleaning.
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The slope of milklines greatly affects their carrying capacity and must be maintained
within strict tolerances (Table 7.1). Milklines must be sloped at least 0.5% (0.8% in the
United States and Canada) and preferably between 1% and 2% toward the receiver jar. All
other pipelines must also be sloped to a drain point, generally at the same slope as the
milkline. This slope requirement may cause clearance problems, especially if the cow plat-
form and parlor pit floor slope in the opposite direction as the milkline. Consideration of
slopes and clearances are especially important if a parlor is built to be expanded later.

The number of bends and fittings also influences the carrying capacity and clean-ability
of milklines. Careful building and milking system layout to minimize bends, fittings, and
length of milklines and wash lines will improve system performance.

7.7 Vacuum Production

A vacuum pump creates a vacuum within the milking system that provides energy for
air, cleaning solution, and sometimes milk (in highline systems) to move. A vacuum pump
is an air compressor that produces a vacuum within the milking system by continuously
removing air from the system. Vacuum levels are controlled by vacuum regulators that
admit air into the system to balance incoming air (through unattached milking units, inten-
tional air leaks, or other means) with air being removed by the vacuum pump. In a well-
designed and efficiently controlled system, average receiver vacuum should not fall more
than 2kPa, or 0.6 inches of mercury (0.6″ Hg) below the desired set point.

Four types of vacuum pumps are available to power machine milking systems. The
energy efficiency—amount of air moved per unit of electricity—of the different types of
pumps can vary significantly, resulting in large differences in energy consumption with
various pumps. The ability to recover heat from the exhaust air of some pumps may
increase their total energy efficiency.

(1) Rotating vane pumps with oil cooling and lubrication are the oldest types
of pumps still being used for milking systems. They provide an efficient
method for vacuum production (typically 420 lpm of air movement per kW)
but have the disadvantage of producing discharge that contains some oil
vapor and droplets. An oil reclaimer will capture a large percentage of the
oil and should be installed on all oiled pumps. Even with an oil reclaimer,
care should be exercised in choosing a location for discharge and extra
means of capturing oil are desirable.

(2) Water ring or water seal rotary vacuum pumps are quieter and have a
cleaner discharge than oil vane pumps, but they are less efficient (typically
270 lpm of air movement per kW) and somewhat more expensive. Water
seal pumps require a constant source of clean water. A recirculation system
with a reservoir will reduce the amount of water required for pump opera-
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tion. The water coming from such a pump should be reclaimed and used
for other non-sanitary purposes in the milking center.

(3) Blowers or lobe pumps have similar energy efficiency as oil vane pumps
(typically 420 lpm of air movement per kW) with the advantage of pro-
ducing oil-free discharge. No lubrication is needed in the pump but is
required for the timing gears. However, seals prevent oil from contami-
nating discharge air.

(4) Turbine pumps also provide oil-free discharge air. They are the least energy
efficient of the four types of pumps (typically 180 lpm of air movement per
kW) and require no internal lubrication.

Heat for water or space heating can be recovered from the exhaust air of blower and
turbine pumps. With heat recovery potential and pump efficiency combined, blower pumps
provide the highest overall energy efficiency of the four types of pumps. Vacuum pumps
should be kept in a well-ventilated utility or machine room to prevent overheating and
reduce noise pollution. Consider where and how the exhaust will be directed, as it is a
source of continuous noise and possible oil discharge. Also, include good access to vacuum
pumps for addition of oil, belt tightening, and other maintenance. Always install pumps
with safety guards in place and replace guards after maintenance. A disconnect switch
should be located next to the pump to isolate the pump from electrical input when neces-
sary. In larger systems, it may be desirable to use more than one pump for reliability and
to lower the risk of stray voltage associated with starting large motors. Backup vacuum
pumps may also be installed, depending on the milking schedule and the anticipated
response time of service personnel. Include appropriate shutoff and safety relief valves
when more than one vacuum pump is connected to the vacuum supply line. Never install
a shutoff valve between a vacuum pump and any vacuum relief valve.

7.8 Vacuum Regulation

Milking systems operate under partial vacuum. A steady vacuum level is important for
the uniform function of the milking unit. The vacuum regulator maintains a steady vacuum
level in the system by admitting air into the system to balance incoming air with the
amount of air being removed by the vacuum pump. When more air is entering the system
than being removed, the vacuum level drops and the regulator closes. If more air is being
removed than entering, the vacuum level rises and the regulator opens to admit air. A good
regulator will respond quickly to vacuum level changes and minimize vacuum fluctuation
in the system.

The ability of the regulator to respond to vacuum fluctuations depends upon the char-
acteristics of the regulator as well as where it is located in the milking system. A test of
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the response of the regulator to vacuum fluctuations is part of a thorough system analysis
performed by a service technician.

The ultimate test of effectiveness of vacuum regulation is the vacuum stability during
milking. The mean equilibrium vacuum in the receiver should not drop more than 0.6″ Hg
(2kPa) below the normal vacuum level during milking. This level should be maintained
even during cup attachment and removal, liner slips, and unit fall off.

Effective reserve is the airflow rate, measured with all teatcups plugged and the regu-
lator functioning that will induce a vacuum drop of 2kPa (0.6″ Hg) below the normal
milking vacuum in the receiver. Manual reserve is the airflow rate, measured with all
teatcups plugged and the regulator disabled that will induce a vacuum drop of 2kPa 
(0.6″ Hg) below the normal milking vacuum in the receiver.

Regulation efficiency is an indicator of how much the regulator will close in response
to a vacuum drop of 0.6″ Hg caused by admitting air at or near the receiver. At this 
level of vacuum drop, the regulator should close completely to prevent any additional 
air from entering the system. However, there may be some regulator leakage in the 
system. A good practical guideline is that the regulation efficiency should be 90% or 
more. In many systems, this is not the case. Relocating the vacuum regulator as close to
the sanitary trap as possible can improve regulation efficiency. Proper sizing of the main
airline and vacuum pump(s) will contribute to effective regulation and significant energy
savings.

Another method of vacuum regulation is to use a variable frequency drive (VFD). A
VFD does not require a traditional vacuum regulator. Instead, a tiny computer called a
programmable logic controller measures system vacuum and controls the speed of the
vacuum pump motor. Motor speed is adjusted to match the continuously changing airflow
requirements of the system. Using VFD results in a significant reduction in energy use
over using a traditional vacuum regulator. Studies of VFD vacuum pump systems have
shown vacuum fluctuations to remain within acceptable levels with significant energy
savings. The energy savings of a VFD system over a properly designed conventional
system will be on the order of the effective reserve of the milking system.

7.9 Vacuum Gauge

Every milking system should be fitted with at least one accurate vacuum gauge. The
gauge should be visible from both the operator’s pit and the vacuum regulator location.
Some systems require more than one gauge. Dial-type mechanical gauges are most
common. Electronic gauges with digital readouts are becoming more readily available.
Both digital and dial-type gauges should be regularly checked for accuracy with a cali-
brated gauge. Mercury manometers can be used to calibrate service technician’s gauges
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but because of the risk of mercury loss, mercury manometers should not be permanently
mounted on a milking system and should not be carried in the field.

7.10 Test Ports

One or more permanent test ports should be installed to allow easy connection of an
airflow meter and vacuum gauge. A connection point should be provided for an airflow
meter at or near the receiver in pipeline milking machines, or at or near the sanitary trap
in weigh jar machines. Another connection for an airflow meter should be installed at or
near the vacuum pump. A connection for a vacuum gauge should be provided at or
upstream of the receiver in pipeline systems, at or near the regulator sensing point, and
near the vacuum pump inlet.

7.11 Distribution Tank or Interceptor

The main purpose of the distribution tank is to act as a manifold for the connection of
airlines. There are currently no standards for distribution tank size. The extra volume 
supplied by the distribution tank has little effect on vacuum stability of modern 
milking systems. An interceptor tank may be included in addition to or instead of a 
distribution tank. The purpose of an interceptor tank is to reduce debris and liquid flow
(milk or wash water) through the vacuum pump and they are usually mounted on the main
airline near the vacuum pump.

7.12 Receiver Group

The receiver group includes the receiver, sanitary trap, and control panel and milk pump.
It is usually located in or near the end of the operator’s area in the milking parlor or in a
breezeway just outside the parlor. The receiver may be located in the milk room, but this
location is less desirable if the length of the pipeline from the milking area to the receiver
becomes excessive.

The milk pump provides the energy to move milk from the receiver, which is under
vacuum, to the milk storage tank, which is at atmospheric pressure. A probe in the receiver
actuates the pump when the milk reaches a preset level. The pump then forces the milk
through a check valve to the milk storage tank, normally through a milk filter. In-line milk
cooler or precooler may also be installed between the milk pump and milk storage tank.
The purpose of the sanitary trap is to prevent milk from being drawn into non-sanitary
parts of the milking system in case of milk pump failure.
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Milk flows by gravity in the milkline to the receiver. The location of the receiver estab-
lishes the clearances required for the milkline and, consequently, the required slope and
elevation of the floor of the operator’s area and cow platform and the relative location of
the milk and utility rooms. Therefore, the receiver location should be determined before
proceeding with building design.

7.13 Pipe Sizing and Layout

Undersized or overly restrictive pipelines will result in larger vacuum differences across
the system during steady flow conditions and larger vacuum fluctuations under dynamic
conditions. Proper pipe dimensions will help limit vacuum fluctuations in the claw during
milking and will satisfy both milking and cleaning functions of the system. Fittings and
restrictions can cause a major portion of the vacuum drop across the system. In systems
with excessive bends, tees and other fittings, vacuum loss caused by fittings can exceed
the loss in straight pipes. Minimizing pipe length and fittings will not only reduce the cost
of the system, but also reduce vacuum drop and fluctuation and ease vacuum control and
cleaning.

7.14 Milkline Sizing—Pipeline Systems

Vacuum stability in the milkline is influenced by milkline diameter, slope, expected
maximum milk flow rate, and steady and transient air admission. The vacuum in the milk-
line should not fall more than 2kPa (0.6″ Hg) below the vacuum in the receiver.

Undersized or under-sloped milklines will experience greater vacuum fluctuation if
slugging occurs. On the other hand, oversized milklines will not improve milking 
performance and will require excessive hot water, chemicals, and vacuum pump 
capacity during washing. Oversized milklines also complicate the cleaning task because
of the difficulty of producing slug flow in larger diameter lines and because of the greater
surface area to be cleaned. Thus, the cost of going to the next larger size milkline is not
limited to the cost of the pipe itself. It is also likely that a larger vacuum pump and water
heater will be required, and that higher costs for vacuum pump electricity, hot water, and
cleaning chemicals will result.

The expected maximum milk flow rate in a pipeline is determined by the peak milk
flow rate and its duration for individual animals, and the rate at which milking units are
attached. Steady airflow is introduced by claw or liner air vents. Transient airflows are
introduced by liner slip, unit attachment, and unit falloff. The transient air admission will
depend on the care taken by an operator when attaching units, the total restriction of airflow
for the type of milking unit used, and whether automatic air shut-off valves are installed
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on the claw. ISO standard 5707 provides design guidelines for milklines in milking parlors
for four different levels of peak flow rates from cows. The lowest peak flow rate, 
2.5kg/min, is meant to apply to low producing cross-bred and dual purpose cows while
the highest peak flow rate, 5kg/min, is applicable for very high producing Holstein cows.
The lowest level of transient air admission is intended to apply to milking units with small
diameter short milk tubes and operators that take care not to admit excess air during unit
attachment. The highest level of transient air admission is meant to apply to milking units
with large diameter short milk tubes and with operators who may not limit air admission
during unit attachment.

The limiting factor for the amount of milk a line can move, or its carrying capacity, has
been taken as the combination of milk and airflows for which slugging of milk occurs
under normal operating conditions. Slugging will block air pathways and produce vacuum
fluctuations in excess of 2kPa (0.6″ Hg) during milking. Occasional slugging will not
adversely affect milking performance. Frequent slugging will lower average milking
vacuum and may result in slower milking and more liner slips. The amount of milk that
can travel through a milkline increases with slope. No adverse effects have been observed
on factors affecting vacuum stability with milkline slopes up to 2%.

The slopes of the sections of milkline nearest the receiver are generally the limiting
factor in milk carrying capacity. The highest milk flowrate and the majority of bends and
fittings occur near the receiver. Thus, if clearance problems limit the total slope of a milk-
line, increasing milkline slope near the receiver will increase effective carrying capacity.

The size of milk transfer lines in weigh jar systems will have no direct effect on milking
performance since they act only to empty weigh jars when milking is complete. Milk is
generally moved from the weigh jar through the milk transfer line to the receiver by
vacuum. Increasing the size of this line will make this transfer process faster. The time to
empty weigh jars will also depend upon whether jars are emptied individually or in groups.
Looping of milk transfer lines is not required, although looping may facilitate cleaning
and speed emptying of weigh jars. Milk transfer lines also carry cleaning water from the
weigh jar or milk meter and the milking units to the receiver. Cleaning water capacity is
generally the limiting factor when sizing these lines. They should be at least as large as
the line supplying wash water to the weigh jars and milk meters.

7.15 Pulsator Airline Sizing

The design of the pulsator airline is more complex than the main vacuum airline because
of intermittent airflow and variation with regard to pulsation patterns. Pulsator airlines are
typically 48mm (2 inch) diameter for smaller milking systems (up to about 12 milking
units) and 73mm (3 inch) diameter for larger systems. Air capacity requirements for 
pulsation vary with respect to pulsation phase (simultaneous or alternating) and whether
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pulsators are operated in synchronization (all pulsators at once) or out of synchronization
(each pulsator operated individually or in small groups). System configuration as well as
pulsator airline diameter affects vacuum fluctuations caused by pulsation. Vacuum fluctua-
tions caused by pulsators can be reduced by:

• Sequencing pulsators so they operate in small groups or individually rather
than all at once;

• Running separate airlines from the vacuum pump to the pulsator and regula-
tor rather than a single line; and

• Restricting the pulsator airline where it joins the main airline.

7.16 Main Airline

The main airline must carry all air entering the system to the vacuum pump with minimal
vacuum drop. The maximum airflow rate through the main airline normally occurs from
the vacuum regulator to the pump. The vacuum drop across the main airline will not exceed
2kPa (0.6″ Hg) between the receiver and vacuum pump during the maximum airflow 
condition of one milking unit falloff.

7.17 Vacuum Pump Sizing

Proper sizing of the vacuum pump is essential to optimize system performance. Vacuum
pump size is dictated by regulation in many states. Historically, vacuum pumps have been
oversized in milking systems, because increasing vacuum pump capacity was thought to
improve vacuum stability and to be required for cleaning. However, with a properly
designed and located vacuum regulator and an efficient system design, vacuum pumps can
be sized more conservatively with improved vacuum stability. Proper system design and
control will allow adequate cleaning with the same or less airflow than the minimum
required for milking. Significant energy savings will result.

The pump must be capable of moving air from the normal operation of milking units
and other vacuum-operated equipment, plus additional air from system leaks, unit attach-
ment, liner slips, and unit falloff. Milking systems fitted with automatic vacuum shutoff
valves greatly reduce the vacuum requirements of the system. Vacuum pumps should be
sized so they have sufficient effective reserve capacity to limit the vacuum drop in or near
the receiver to within 2kPa (0.6″ Hg) during normal milking. The minimum effective
reserve recommended in ISO Standard 5707 where milking units with automatic shutoff
valves are used is:

• 200 + 30n l/min of free air for pipeline milking systems with up to 10 milking
units;
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• 500 + 10(n − 10) l/min of free air for pipeline milking systems with more
than 10 milking units.

For installations without automatic shutoff valves these reccomended effective reserves
should be increase by 200L/min. The vacuum pump should have capacity for the minimum
effective reserve for the opera-tion of milking unit pulsation, air vents, and unit attach-
ment, plus the airflow required to operate any other equipment that admits air during
milking and an allowance for system leakage. Additional capacity may be required for
certain cleaning systems or for pumps operated at high altitudes.

7.18 Milking Parlors

A milking parlor is part of a building where cows are milked on a dairy farm. Cows are
brought to the milking parlor to be milked and are then returned to a feeding and/or resting
area. This section presents an overview of the major types and components of contem-
porary milking parlors and common forms of milking parlor automation are described.

The area where cows are milked (milking parlor) is usually part of a larger complex
known as the milking center, which contains supporting structures and equipment for the
parlor. A milking center typically contains the following use areas:

• Holding area—a pen for collecting cows before milking;
• Milking parlor—the location containing the milking equipment, milking

stalls, cow platform, and operator’s work area;
• Milk room—a room housing equipment for cooling and storing milk and for

cleaning and sanitizing the milking and milk storage equipment;
• Utility room—a room that houses equipment such as vacuum pumps, refrig-

eration compressors, and water heaters;
• Supply area—a room or area for storing chemicals, drugs, towels, milk filters,

and other supplies necessary for the milking operation.

The milking parlor and milking center house equipment for harvesting, cooling, and
storing milk and must be designed to accommodate the special needs of this equipment.
The most important of these design criteria is that the milklines must be sloped toward a
central receiver jar. Increasing slope greatly increases the carrying capacity of milklines.
All other pipelines in the milking system must also be sloped to drain point and generally
conform to the slope of the milklines. The location of the milkline and dimensions of 
ancillary equipment, such as milk meters and pulsators, determine the required clearances
between the floor of the operator’s area and the cow platform. As a general rule, the 
total length of pipe and number of fittings in the milking machine should be kept to a
minimum to reduce the cost of the system as well as improve milking and washing 
performance.
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A well-designed milking parlor also allows easy and efficient disposal of waste milk and
wastewater. Floors should be sloped with drains located to eliminate standing water that
can create slippery or icy surfaces. The milking center is often the focus of activities on a
dairy farm and the first stop for visitors to the farm. The location and layout of the milking
center should facilitate the necessary movement of cows, people and materials around the
dairy while discouraging traffic through milking and milk handling areas. Layouts that reg-
ularly require animals, vehicles, and people to occupy the same place or cross paths should
be avoided. Seemingly minor design details, like floor plans that use a milk room for the
main entrance to the milking center, can result in the accumulation of manure, debris, and
items left behind by people not involved in milking and milk handing tasks.

7.19 Milking Parlor Construction Methods

The various parts of the milking center require special construction materials and
methods for ease of cleaning, moisture protection, ventilation, heating, fire protection,
noise control, illumination, etc. An understanding of the activities performed in the various
use areas is required to specify the building materials and methods used for each.

Proper design, selection, and installation of electrical systems for milking parlors are
crucial to using electricity safely and efficiently. Inferior wiring and equipment cause 
hazardous conditions for humans and livestock and often result in higher insurance 
premiums, increased maintenance costs, and greater risk of fire. Milking parlor equipment
is washed regularly with chemicals, creating a wet and corrosive atmosphere. Corrosive
gases, moisture, and dust hasten deterioration of electrical components. Wiring methods
and materials that minimize this deterioration and maintain electrical safety and equip-
ment function under these conditions are necessary for milking parlors. Consult relevant
local codes and standards for the specific requirements for electrical equipment and mate-
rials suitable for use in the wet and corrosive environment found in milking parlors.

A basement can be built under the operator’s area or milking areas to house milklines,
pulsator airlines, milk meters, pulsators, receiver, and other equipment. This design can
be used with herringbone, parallel, or side-open stall types. Milking equipment is 
protected from mechanical damage as well as excessive dirt and moisture. The operator’s
area is less cluttered, easier to keep clean, and quieter. This option generally increases
building cost.

7.20 Environmental Control

Environmental control is an important but often neglected component in milking parlor
design and operation. Demands on the environmental control systems differ for the various
areas of the milking center. Control of temperature, humidity, and odors can be 
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accomplished through ventilation, heating, and cooling systems that are properly designed,
installed, and managed for each area. Ventilation systems must remove moisture, odors,
and excessive heat from the milking parlor and holding area. Mechanical ventilation is
typically used in parlors and milk rooms, while natural ventilation is common in holding
areas. In cold regions some type of heating system will be required in the milking parlor
and offices. It is also common to have separate ventilation systems in the milking parlor
for cold weather (to remove moisture and add heat) and hot weather (primarily to remove
excess heat).

7.21 Milking Parlor Types

Milking parlors are classified by whether the cows are elevated above the person doing
the milking (flat parlor versus elevated parlor), the type of stall used to confine cows during
milking, and cow entry and exit methods. Descriptions of the main parlor types follow.

7.21.1 Herringbone

In herringbone (or fishbone) parlors cows stand on elevated platforms on either side and
at an angle of about 45 degrees to the edge of the operator’s area (Figure 7.3). This orien-
tation allows the operator access to the side of the udder for cow preparation and unit
attachment. In larger parlors the two rows of stalls may be arranged in a wedge or “V”
configuration, resulting in a wider operator area on the end away from the parlor animal
entrance. This improves the visibility of units and cows from the other side of the opera-
tor area. Cows enter the milking stalls in groups according to the number of milking stalls
on each side of the parlor. The rear portion of a herringbone stall is usually shaped in an
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“S” pattern to position the rear end of the cow in close proximity to the milking unit. The
front end of herringbone stalls can be stationary or fitted with indexing stalls and can use
either standard (see figure 7.3) or rapid exit (see figure 7.4). Indexing stalls move forward
to ease cow entry and then move after cows have entered to move cows against the back
rail of the parlor stall. In small herringbone parlors it is common for cows on one side of
the parlor to cross over to a common exit lane on the other side of the milking area. In
larger parlors an exit lane is provided for each side of the parlor (dual return). Herring-
bone and parallel designs make up the majority of milking parlor types being built around
the world today.

7.21.2 Parallel

In parallel or side-by-side parlors cows stand on elevated platforms at a 90-degree angle
to the operator area (Figure 7.4). Access to the udder for cow preparation and unit attach-
ment is between the cows’ rear legs. The cow platform is shorter but wider than for a her-
ringbone parlor. It is not possible to fit parallel stalls with arm type cluster removers
because of the limited access to the udder. Head chutes at the front end of the stall are
used to position cows. Parallel stalls are commonly fitted with indexing front ends, and
rapid exit with dual return lanes. When compared to herringbone parlor types, the paral-
lel configuration results in a shorter operator’s area, which reduces the distance walked by
operators.

7.21.3 Side open or tandem

In side opening or tandem stalls cows stand in an end-to-end configuration during
milking, and units are attached from the side (Figure 7.5). This parlor type is less affected
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by variations in individual cow milking times
than in herringbone or parallel parlors, as cows
are moved one at a time rather than in groups.
This parlor type also gives the maximum view of
and access to cows by the operator during
milking. It is ideally suited to situations in which
individual cow care may be done in the milking
parlor.

7.21.4 Rotary or carousel

In rotary (or carousel) parlors cows walk on to
a rotating milking platform one at a time (Figure
7.6). The cows move past an operator where cow

preparation and unit attachment is performed. A second operator is positioned near the exit
to remove milking units if detachers are not used and to apply post-milking teat sanitizer.
A third operator may be employed to tend to unit slips and falloffs and other special cow
needs during milking. The number of stalls in rotary parlors can range from 10 to 60 or
more.

7.21.5 Flat

In flat parlors the milking area and the operator’s area are at the same or similar eleva-
tion (Figure 7.7). Various stall designs are used, from simple stanchions in which the cow
must back out of the stall after milking to more complicated gates that cows walk though
after milking. Flat parlors can be inexpensively fitted into existing stanchion or tie-stall
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Figure 7.6 Rotary or carousel milking
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barns with highline milking equipment as a method to improve labor efficiency. They are
not, however, as labor efficient or worker-friendly as elevated parlors.

7.22 Other Milking Parlor Design Elements and 
Support Equipment

7.22.1 Entrance/exit gates

Entrance and exit gates to milking stalls may be manually operated or powered by pneu-
matic cylinders. Controls for both entrance and exit gates should be located at both ends
of the operator’s area and in intermediate locations in large parlors. The standard exit con-
figuration for herringbone stalls is a single exit gate located at the exit end of the stall row.
In these configurations the group of cows walks out of the milking stalls in single file.
Rapid exit stalls allow for all cows to exit the front end of each stall simultaneously.
Methods used include raising, lowering, or rotating the entire stall front or opening a series
of gates in front of each cow simultaneously. Rapid exit stalls require a wider exit area on
the milking platform and a return lane on each side of the parlor. Rapid exit stalls improve
performance in parlors with more than 8 to 10 stalls per side.

7.22.2 Automatic cluster removers

Automatic cluster removers (ACR) or automatic detachers sense the end of milk flow
and then shut off the vacuum to the claw and remove the milking unit from under the cow.
ACRs improve labor efficiency primarily by removing the need for operators to observe
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the end of milking for each cow and, secondarily, by eliminating the detachment task,
allowing one operator to handle more milking units. ACRs typically reduce milking time
by reducing the amount of over-milking. ACRs are available as arm or chain type units.
ACR’s may be incorporated with a retractable arm that supports the milking unit and hoses
during milking and while it is being retracted after milking. Simpler ACR’s use a rope or
chain to retract the milking unit and lift it away from the cow after milking is completed.
Arm type units are more ergonomically friendly, offer superior support for the long milk
and pulse tubes, resulting in better balance of the milking unit on the udder, and prevent
the milking unit from lying on the platform in the event of a cluster falloff.

7.22.3 Crowd gates

Power-driven crowd gates reduce the size of the holding pen as cows move into milking
stalls. A bell or other signal device can be fitted to the crowd gate to alert cows to the
movement of the gate. Crowd gates can also be fitted with controls to stop the drive unit
automatically when the gate senses a cow. Some gates can be raised over a group of cows
in the holding pen to return to their starting position, thus allowing a new group to 
be loaded in the holding pen while milking of the earlier group is being completed. 
Electrically charged wires on any crowd gate make cows nervous and are not recom-
mended. The proper use of a crowd gate improves labor efficiency by eliminating the need
for operators to leave the operator area during milking in order to encourage cows to enter
the milking stalls.

7.22.4 Animal identification and data 
collection/records systems

Automatic animal identification systems read information from a transponder affixed to
individual cows. Additional systems are available to automatically collect a variety of data
for the identified animal including milk yield, milking time, milk conductivity, activity
level, and weight (I think this reference should be removed unless threre is another chapter
in the book dealing with these topics). These data are sent to a central collection point
where they are organized, analyzed, and stored by a computer-based records system.
Records systems will help identify animal health problems and determine reproductive
status. Cow identification and performance data can also be used to automatically sort
animals as they enter or leave parlors equipped with automatic sorting gates and pens and
to control automatic animal feeding systems.
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7.23 Milking Parlor Hygiene

It is important to clean the exterior surfaces of milking and milk handling equipment
to avoid contaminating milk during milk harvest and transport. Parlor equipment should
be cleaned after every milking and at least three times per day in large parlors milking
around the clock. A milking parlor should be fitted with equipment to easily clean exte-
rior surfaces of milking and milk handling equipment. This is typically accomplished with
a combination of manual cleaning with a brush and cleaning solution and a rinse with
water under medium or high pressure. The walls and floors are typically cleaned using a
combination of manual scraping or brushing and then rinsed using hoses with water under
medium or high pressure. This system minimizes the amount of water required to clean
the parlor.

Some parlors are also fitted with devices to automatically clean the floor of the parlor
and/or holding area during milking. This may be accomplished by periodic application of
water under pressure or by a flush system in which a large volume of water is released to
create a wave of water on floor surfaces that will carry manure and urine to a collection
pit. Care must be taken in the design of flushing systems so that flush water does not con-
taminate milking units.
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8 Dairy Product Processing Equipment
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University of Guelph, Guelph, ON, Canada

8.1 Introduction

Milk as produced on-farm is transformed into a vast array of dairy products: fluid milks
and creams, evaporated and dried products, yogurt and fermented milk products, butter,
ice cream, and cheese. The machinery involved in all of these transformations is as varied
as the products themselves. This chapter will provide a description of the equipment used
for the main processes involved in the manufacture of many dairy products: separation of
cream from milk, pasteurization, and homogenization. It will also briefly describe the type
of equipment used in the manufacture of specific milk products: membrane separation,
evaporation, dehydration, ice cream freezers, butter churns, and cheese vats. It is not pos-
sible within the context of a handbook on food machinery to describe in detail the intri-
cacies of all of this equipment, rather to present an overview such that readers unfamiliar
with dairy processing can gain an appreciation of equipment requirements for dairy prod-
ucts. Readers are referred to Walstra et al. (2005), Bylund (1995), Gilmore and Shell
(1993), Caudill (1993), or the websites of the many multi-national and local fabricators
of dairy processing equipment for more information.

Modern dairy plants are fully equipped to move raw materials in and finished goods out
with little or no handling. It is not uncommon to find dairy plants processing in excess of
1,000,000L of milk per day, thus automation of every aspect of the process is vital. The
fact that the principal raw ingredient, milk, is a liquid suggests that fluid handling methods,
storage and mixing tanks, pipes, centrifugal and positive displacement pumps, liquid
metering systems, manual and automated valves to direct flow, etc., are commonplace.
Stainless steel (304, 18% chromium, 8% nickel, #4 polished finish) is the most common
alloy used in fabrication of product-contact equipment. Most equipment is designed to be
cleaned in-place, through the use of high velocity circulating solutions of alkaline and acid
cleaners and sanitizers, so pipelines connecting tanks and equipment are frequently welded
(via high-pressure, tungsten inert gas welding) in the desired configuration.

Milk is a perishable product and refrigeration is the principal means of increasing its
shelf life prior to preservation processes and also post-processing for those products that
are not sterilized. Thus refrigeration methods are also commonplace, both the use of
primary refrigerants in mechanical vapor recompression systems and secondary cooling
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through the use of circulating chilled media such as brine or propylene glycol. All dairy
products are heated, either pasteurized or, in a few cases, heat treated at sub-pasteuriza-
tion temperatures (e.g., milk for aged cheeses), and as a result liquid heating systems, such
as continuous heat exchangers or jacketed tanks, are also commonplace and typically
heated by steam or steam-heated water, implying steam generation boilers are found in
almost all dairy processing plants. Packaging equipment and materials handling equip-
ment (conveyors, palletizers, etc.) of all types can also be found in most, if not all, dairy
processing plants. However, this chapter will not discuss further any of this secondary pro-
cessing equipment.

Raw milk coming from the farm can easily be contaminated with pathogenic bacteria
(several surveys have suggested about 5% of raw milk from modern dairy farms contains
pathogens). It is always contaminated with spoilage bacteria, and counts of 100,000/g are
not unusual for pooled milk that is 2 or 3 days old. Since milk provides an ideal growth
medium for microorganisms, much attention needs to be paid to sanitation and hygienic
conditions of processing. Dairy equipment has, for years, been designed with cleaning and
sanitary operation as a primary concern. 3-A Sanitary Standards, Inc. produces sanitary
standards and accepted practices for the design, operation, and maintenance of dairy pro-
cessing equipment. These standards are carefully prepared by committees composed of
sanitarians, inspectors, fabricators of equipment, and dairy processors. If equipment meets
these standards, approval is given to fabricators for the use of the 3-A seal of approval on
equipment. This is a guarantee of sanitary design for processors.

8.2 Clarification, Separation, and Standardization

One of the first unit operations in the processing of fluid milk is the separation of cream
from skim. Raw milk contains approximately 4% fat, in the form of microscopic globules
of diameter 1–4µm, surrounded and partially stabilized by a membrane. The other milk
constituents are dispersed (e.g., casein micelles, 2.5% by wt. of milk) or dissolved (e.g.,
lactose, 4.6% by wt. of raw milk, whey proteins, 0.8%) in the aqueous phase, with water
(87–88% by weight of raw milk) as the solvent, and this aqueous phase is, as produced
commercially, skim milk. Separation essentially produces a fraction of the aqueous phase
devoid in fat globules (skim) and a fraction of the aqueous phase enriched in fat globules
(“cream,” of varying fat content). Other uses of centrifugal separation in the dairy indus-
try include clarification (removal of solid impurities from milk prior to pasteurization),
cheese whey separation to defat whey prior to further processing, resulting in a whey cream
fraction, bactofuge treatment (centrifugation of bacteria from milk), separation of quarg
curd from whey, and butter oil purification (separation of a residual aqueous phase from
anhydrous milk fat).

Centrifugation is based on Stokes’ Law. The particle sedimentation velocity increases
with increasing particle diameter, increasing difference in density between the discrete and
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continuous phases, increasing rotational velocity of the centrifuge, and decreasing vis-
cosity of the continuous phase. Continuous-flow separating milk centrifuges (or separa-
tors) consist of up to 120 disks stacked together at a 45–60° angle and separated by a
0.4–2.0mm gap or separation channel (Figure 8.1). The stack of disks has vertically-
aligned distribution holes into which the milk is introduced at the bottom, either from an
inlet at the bottom of the centrifuge or from a milk inlet at the top of the centrifuge, which
passes downward through the center to the bottom where it enters the distribution 
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Figure 8.1 Schematic diagram of the centrifugal milk separator, showing the stack of rotating
conical disks and the milk flow through the disk stack to produce the cream and skim milk
streams.



channels. Under the influence of centrifugal force the fat globules, which are less dense
than the skim milk, move inward through the separation channels toward the axis of rota-
tion. They are carried out in a portion of the aqueous phase (the “skim” portion of the
cream). The fat content of the cream is controlled by a throttling valve that is set to allow
a variable portion of skim to escape through the cream side. The defatted skim milk will
move outward through the disks and leave through a separate outlet.

Separation and clarification can be done at the same time in one centrifuge. Particles
that are more dense than the aqueous phase are thrown outwards to the inside perimeter
of the centrifuge bowl. The solids that collect in the centrifuge consist of epithelial cells
and leucocytes from the mammary gland (somatic cells), bacteria, sediment, and other
small bits of debris. The amount of solids that collect will vary, but it must be removed
from the centrifuge. Modern centrifuges are self-cleaning, allowing a continuous 
separation/clarification process. This type of centrifuge consists of a specially constructed
bowl with peripheral discharge slots. These slots are kept closed under pressure. With 
a momentary release of pressure, for about 0.15s, the contents of sediment space 
are evacuated. This can mean anywhere from 8 to 25L are ejected at intervals of 
60min.

The streams of skim and cream after separation must be recombined to a specified fat
content to make liquid retail milk products (varying in fat content from 1% to 35%). This
can be done by adjusting the throttling valve of the cream outlet, because if the valve is
completely closed, all milk will be discharged through the skim milk outlet. As the valve
is progressively opened, larger amounts of cream with diminishing fat contents are dis-
charged from the cream outlet. With direct standardization, on-line fat analysis can be per-
formed and the cream and skim can be automatically remixed at the separator to provide
the desired fat content.

8.3 Pasteurization

The process of pasteurization was named after Louis Pasteur who discovered that
spoilage organisms could be inactivated in wine by applying heat at temperatures below
its boiling point. The process was later applied to milk and remains the most important
operation in the processing of milk. Milk pasteurization is defined as the heating of every
particle of milk or milk product to a specific temperature for a specified period of time
without allowing recontamination of that milk or milk product during the heat treatment
process. There are two distinct purposes for the process of milk pasteurization:

(1) public health aspect—to make milk and milk products safe for human con-
sumption by destroying all bacteria that may be harmful to health
(pathogens); and

(2) keeping quality aspect—to improve the shelf-life of milk and milk products.
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Pasteurization can destroy some undesirable enzymes and many spoilage bacteria. Shelf
life can be 7, 10, 14, or up to 16 days, depending on time and temperature combinations,
post-processing recontamination (although this should be minimized in hygienic process-
ing operations), and refrigerated storage conditions post-processing.

The extent of microorganism inactivation depends on the combination of temperature
and holding time. Minimum temperature and time requirements for milk pasteurization are
based on thermal death time studies for the most heat resistant pathogen found in milk,
originally Coxiella burnetii. Thermal lethality determinations are conducted based on
thermal destruction kinetics (D and Z values) of the heat-resistant organisms present. To
ensure destruction of all pathogenic microorganisms, time and temperature combinations
of the pasteurization process are highly regulated, for example, 63°C for not less than 30
min., or 72°C for not less than 16sec. Products with higher fat (creams), added sugar (fla-
vored milks), or added stabilizer (ice cream mixes) generally have higher pasteurization
standards.

There are two basic pasteurization methods, batch or continuous. The batch method uses
a vat pasteurizer, which consists of a jacketed vat surrounded by either circulating water,
steam, or heating coils of water or steam (Figure 8.2). The vat is typically a conical-bottom,
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Figure 8.2 Schematic diagram showing the requirements and configuration of a batch
pasteurizer.



enclosed dome-top tank with agitation. In the vat the milk is heated and held throughout
the holding period while being agitated. The milk may be cooled in the vat or removed
hot after the holding time is completed for every particle. As a modification, the milk may
be partially heated in a tubular or plate heater before entering the vat. Batch pasteuriza-
tion is infrequently used for milk but can be used for low-volume milk byproducts (e.g.,
creams, flavored milks) and special batches. However, the vat pasteurizer is used exten-
sively in the ice cream industry for ingredient dispersion and mix quality reasons other
than microbial. There are many legal requirements around the batch pasteurizer to ensure
adequate operation for food safety, such as close-coupled outlet valves to prevent mixing
of milk that might be trapped in the valve stem, headspace heaters to ensure foam tem-
perature exceeds pasteurization temperature, indicating, recording, and headspace ther-
mometers, and many other requirements.

The continuous process method has several
advantages over the vat method, the most im-
portant being time and energy saving. For most
continuous processing, a high temperature short
time (HTST) plate pasteurizer is used. The heat
treatment is accomplished using a plate heat
exchanger (Figures 8.3 and 8.4). This piece of
equipment consists of a stack of corrugated (for
greater strength, improved fluid flow, and
increased surface area) stainless steel plates
clamped together in a frame. There are several
flow patterns that can be designed. Gaskets are
used to define the boundaries of the channels and
to prevent leakage. The heating medium is typi-
cally hot water, preheated by steam. Modern units
can process up to 200,000L/h.

Milk flow in a continuous system is shown in
Figures 8.4 and 8.5. Cold raw milk at 4°C in a con-
stant level tank is drawn into the regenerator
section of the pasteurizer. Here it is warmed to
approximately 57°–68°C by heat given up by hot
pasteurized milk flowing in a counter-current
direction on the opposite side of thin, stainless
steel plates. The raw milk, still under suction,
passes through a timing pump, which delivers it
under positive pressure through the rest of the
HTST system. The timing pump governs the 
rate of flow through the holding tube. It is usually
a positive displacement pump equipped with 
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heat exchanger. A) An individual plate. B)
The configuration of and product flow
through multiple plates of the heat
exchanger.
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Figure 8.4 Schematic diagram of a plate heat exchanger used for HTST pasteurization of milk,
showing the different plate sections and the fluids flowing through each.

Figure 8.5 Flow diagram of a simple system for continuous flow pasteurization of milk.
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variable speed drive that can be legally sealed at the maximum rate to give minimum holding
time in holding tubes. A centrifugal pump with magnetic flow meter and controller may also
be used in some legal jurisdictions. The raw milk is forced through the heater section where
hot water on opposite sides of the plates heat the milk to a temperature of at least 72°C.
The milk, at pasteurization temperature and under pressure, flows through the holding tube
where it is held for at least 16s. The maximum velocity is governed by the speed of the
timing pump, diameter and length of the holding tube, and surface friction. The holding tube
must slope upward 2cm/m in direction of the flow to eliminate air entrapment so nothing
flows faster at air pocket restrictions.

Temperature sensors of an indicating thermometer (the “official” thermometer) and a
recorder-controller (Safety Thermal Limit Recorder, STLR) are located at the end of the
holding tube. Milk then passes into the Flow Diversion Device (FDD). The FDD assumes
a forward-flow position if the milk passes the recorder-controller at the preset cut-in tem-
perature (>72°C). The FDD remains in the normal position, which is in diverted flow, if
milk has not achieved preset cut-in temperature. The STLR monitors, controls, and records
the position of the FDD and supplies power to the FDD during forward flow. There are
both pneumatic and electronic types of STLR controllers. It is important to note that the
FDD operates on the measured temperature, not time, at the end of the holding period.
Holding time can only be ensured by measuring the flow rate of the pump based on the
length of the holding tube. There are two types of FDDs, a single stem, old-style valve
system that has the disadvantage that it cannot be cleaned in-place, and a dual stem system,
which consists of two valves in series for additional fail safe systems. This FDD can be
cleaned in-place and is more suited for automation. Improperly heated milk flows through
the diverted flow line of the FDD back to the raw milk constant level tank. Properly heated
milk flows through the forward flow part of the FDD to the pasteurized milk regenerator
section where it gives up heat to the raw product and in turn is cooled to approximately
32°–9°C. The warm milk passes through the cooling section where it is cooled to 4°C or
below by coolant on the opposite sides of the thin, stainless steel plates. The cold, pas-
teurized milk passes through a vacuum breaker at least 30cm above the highest raw milk
in the HTST system, to break any downstream vacuum that might affect the pressure dif-
ferential in the regenerator, then on to a storage tank or directly to a packaging line.

For continuous pasteurizing, it is important to maintain a higher pressure on the pas-
teurized side of the heat exchanger. By keeping the pasteurized milk at least 7kPa higher
than raw milk in the regenerator, it prevents contamination of pasteurized milk with raw
milk in the event that a pin-hole leak develops in the thin stainless steel plates. This pres-
sure differential is maintained using a timing pump in simple systems, and differential
pressure controllers and back pressure flow regulators at the chilled pasteurization outlet
in more complex systems. The position of the timing pump is crucial so that there is suction
on the raw side of the regenerator and milk is pushed under pressure through the pas-
teurized side of the regenerator. In addition, there are several other factors involved in
maintaining the pressure differential:
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• the balance tank overflow level must be less than the level of lowest milk
passage in the regenerator, so that no head pressure can act on the raw side
of the regenerator;

• a properly installed booster pump is all that is permitted between the balance
tank and the raw side of the regenerator;

• no pump is permitted after the pasteurized milk outlet and before the vacuum
breaker;

• there must be greater than a 30cm vertical rise to the vacuum breaker; and
• the raw regenerator must drain freely to the balance tank at shut-down.

The balance tank, or constant level tank, provides a constant supply of milk. It is
equipped with a float valve assembly that controls the liquid level nearly constantly ensur-
ing uniform head pressure on the product leaving the tank. The overflow level must always
be below the level of lowest milk passage in regenerator. This helps to maintain a higher
pressure on the pasteurized side of the heat exchanger. The balance tank also prevents air
from entering the pasteurizer by placing the top of the outlet pipe lower than the lowest
point in the tank and creating downward slopes of at least 2%. The balance tank also pro-
vides a means for recirculation of diverted milk or pasteurized milk, should there be an
interruption in downstream flow (e.g., a full tank).

Heating and cooling energy can be saved by using a regenerator, which is one of the
main design elements of the plate heat exchanger system. The regenerator utilizes the heat
content of the pasteurized milk to warm the incoming cold raw milk and likewise the
cooling capacity of the cold raw milk to cool the hot pasteurized milk. Its efficiency may
be calculated as follows:

% regeneration = temperature increase due to regenerator/total temperature increase

For example: Cold milk entering the system at 4°C, after regeneration at 65°C, and final
temperature of 72°C would have an 89.7% regeneration:

(65 − 4)/(72 − 4) × 100% = 89.7%

Larger systems may operate a booster pump, a centrifugal “stuffing” pump, which sup-
plies raw milk to the raw regenerator for the balance tank. It must be used in conjunction
with pressure differential controlling device and operates only when the timing pump is oper-
ating, proper pressures are achieved in the regenerator, and the system is in forward flow.

Homogenizers (see below) are frequently incorporated into the flow of the continuous
pasteurizer. The homogenizer may be used as a timing pump, since it is a positive pres-
sure pump. If it is used in addition to a timing pump, then it cannot supplement flow. Free
circulation from outlet to inlet is required and the speed of the homogenizer must be greater
than the rate of flow of the timing pump.
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8.4 UHT Sterilization

While pasteurization conditions effectively eliminate potential pathogenic microorgan-
isms, it is not sufficient to inactivate the thermo-resistant spores in milk. The term steril-
ization refers to the complete elimination of all spoilage microorganisms. Milk can be
made commercially sterile by subjecting it to temperatures in excess of 100°C, and pack-
aging it in air-tight containers. The basis of ultra-high temperature (UHT) processing is
the continuous-flow sterilization of food before packaging, then filling into pre-sterilized
containers in a sterile atmosphere. Milk that is processed in this way uses temperatures
exceeding 135°C and holding times of 1–5s, resulting in sterilization but preservation of
many of the quality attributes of the milk, as compared to retort (canning) sterilization.

There are two principal methods of UHT treatment, via direct or indirect heating. With
direct heating systems, the product is heated by direct contact with steam of potable or
culinary quality. The main advantage of direct heating is that the product is held at the
elevated temperature for a shorter period of time. For a heat-sensitive product such as
milk, this means less damage. Direct heating can be accomplished with injection or infu-
sion heaters. With injection, high-pressure/high-temperature steam is injected into pre-
heated liquid by a steam injector, leading to a rapid rise in temperature. After holding, the
product is flash-cooled in a vacuum to remove water equivalent to the amount of steam
that condensed into the product. This method allows fast heating and cooling but is only
suitable for some products. It is energy intensive and because the product comes in contact
with hot equipment, there is potential for flavor damage. Infusion heaters operate by
pumping the liquid product stream through a distributing nozzle into a chamber of high-
pressure steam. This system is characterized by a large steam volume and a small product
volume, distributed into a large surface area of product. Product temperature is accurately
controlled via pressure. Flash cooling in a vacuum chamber follows, leading to instanta-
neous heating and rapid cooling, with no localized overheating.

In indirect heating systems, the heating medium and product are not in direct contact,
but separated by equipment contact surfaces. Several types of heat exchangers can be used,
but plate and tubular systems are most common in the dairy industry. Plate heat exchang-
ers are similar to those used in HTST but operating pressures are limited by gaskets. Liquid
velocities are low, which could lead to uneven heating and burn-on. This method is eco-
nomical in floor space, easily inspected, and allows for potential regeneration. Tubular
heat exchangers, for example, shell and tube, shell and coil, or double tube, have fewer
seals involved than with plates. This allows for higher pressures, thus higher flow rates
and higher temperatures. The heating is more uniform but surfaces are difficult to inspect.

8.5 Homogenization

Milk is an oil-in-water emulsion, with the fat globules dispersed in a continuous 
skim milk phase. However, if raw milk were left to stand the fat would rise and form 
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a cream layer. Homogenization is a mechanical treatment of the fat globules in milk 
while hot, which is brought about by passing milk under high pressure through a tiny
orifice, which results in a decrease in the average diameter and an increase in number 
and surface area of the fat globules. The net result, from a practical view, is a greatly
reduced tendency for creaming of fat globules. Three factors contribute to this enhanced
stability of homogenized milk: a decrease in the mean diameter of the fat globules 
(a factor in Stokes’ Law, see also under Separation above), a decrease in the size 
distribution of the fat globules (causing the speed of rise to be similar for the majority 
of globules such that they do not tend to cluster during creaming), and an increase 
in density of the globules (bringing them closer to the density of the continuous 
phase) due to the adsorption of a protein membrane. In addition, heat pasteurization 
breaks down the cryo-globulin complex, which tends to cluster fat globules causing them
to rise.

The homogenizer consists of a three-cylinder positive displacement piston pump and
the homogenizing valve (Figure 8.6). Capacities may be in the range of 20,000L/hr. Oper-
ating pressures are approximately 12–16MPa. The large-capacity pump is required to drive
milk through the tiny orifice of the homogenizing valve, which creates a very large flow
restriction. An odd number of pistons (almost always three) ensures constant outlet flow
rate. Liquid velocity across the homogenizing valve increases from about 4 to 6m/s to 
120m/s in about 0.2ms. The liquid then moves across the face of the valve seat, where
the fat globule disruption actually occurs, and exits in about 50µs. It is most likely that a
combination of turbulence and cavitation explains the reduction in size of the fat globules
during the homogenization process. Energy, dissipating in the liquid going through the
homogenizer valve, generates intense turbulent eddies of the same size as the average
globule diameter. Globules are thus torn apart by these eddy currents, reducing their
average size. There is also a considerable pressure drop with the change of velocity of the
milk. Liquid cavitates, because its vapor pressure is attained. Cavitation generates further
eddies that would produce disruption of the fat globules. The product may then pass
through a second stage valve similar to the first stage. While most of the fat globule reduc-
tion takes place in the first stage, there is a tendency for clumping or clustering of the
reduced fat globules (due to incomplete surface coverage of protein). The second stage
valve permits the separation of those clusters into individual fat globules. Typical pres-
sures in the second stage are 3–4MPa.

Variables affecting the success of homogenization include: type of valve, operating pres-
sure, single or two-stage configuration, fat content and original fat globule size of the
product being homogenized, the presence of surfactant, viscosity of the product, and
homogenizing temperature. The milk fat globule has a native membrane from the time of
secretion. During homogenization, there is a tremendous increase in surface area, which
the native milk fat globule membrane is insufficient to cover. However, there are many
amphiphilic molecules present from the milk plasma that readily adsorb—casein micelles
(partly spread) and whey proteins. The interfacial tension of raw milk is 1–2mN/m, 
immediately after homogenization it is unstable at 15mN/m, and shortly becomes stable
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Figure 8.6 Homogenizing valve for dairy products. A) Flow of product through the valve
assembly, showing incoming unhomogenized product from the pump passing though the first 
and second stages before exiting. B) Schematic diagram of the homogenizing valve. 
C) and D) Pictures of homogenizing valve depicted in B.



(3–4mN/m) as a result of the adsorption of protein. Adsorbed protein content is typically
10mg/m2 at a thickness of approximately 15nm.

8.6 Membrane Processing

Membrane processing is a technique that permits concentration and separation of com-
ponents in milk without the use of heat. Particles are separated on the basis of their molec-
ular size and shape with the use of pressure and specially designed semi-permeable
membranes. Membrane configurations include tubular (shell and tube), spiral wound, and
plate and frame types of equipment. In larger-scale operations, multiple membrane car-
tridges are placed in series for sufficient volume throughput. In the dairy industry, mem-
brane processing is being used, for example, to concentrate milk prior to transportation or
drying (reverse osmosis), to separate proteins from milk or whey for the production of
milk or whey protein concentrate (ultrafiltration), and to remove bacteria from milk
without the use of heat (microfiltration) (Figure 8.7).

The pore size of a Reverse Osmosis (RO) membrane is very small, such that only water
passes through. With the use of sufficiently high pressure, to overcome osmotic pressure
of the solutes, water can be driven from the other components. Ultrafiltration (UF) employs
membranes of larger pore size, for example, 10–20kDa molecular weight cut-off (although
actual separation is based on hydrated molecular volume), that enables efficient separa-
tion at low pressure of low molecular weight solutes (e.g., lactose) from high molecular
weight solutes (e.g., proteins). Diafiltration is a specialized type of ultrafiltration process
in which the retentate is diluted with water and re-ultrafiltered, to reduce the concentra-
tion of soluble permeate components in the retentate and increase further the concentra-
tion of retained components. Microfiltration (MF) is similar to UF but with even larger
membrane pore size, allowing particles in the range of 0.2–2µm to pass through. MF is
used in the dairy industry for making low-heat sterile milk as proteins may pass through
the membrane but bacteria do not. Thus, bacteria can be concentrated in a small volume
of milk, which needs to be sterilized, while permeate from an MF system is essentially
bacteria-free but contains all the solutes present in milk at the original concentrations.

8.7 Evaporation

Evaporation refers to the process of heating liquid to its boiling point to remove water as
vapor. The concentrated dairy product may be the desired end-product, or evaporation may
be employed as a pre-concentration step prior to spray-drying. Because milk is heat sen-
sitive, heat damage can be minimized by evaporation under vacuum to reduce the boiling
point. The basic components of an evaporator consist of a heat-exchanger, a vacuum
source, a product-vapor separator, and a condenser for the vapors. The heat exchanger
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(calandria) transfers heat from the heating medium, usually low-pressure steam, to the
product via indirect contact surfaces (coils or tubes). The vacuum keeps the product tem-
perature low and the temperature difference (∆T) between the heating medium and the
evaporating product high. The driving force for heat transfer is the ∆T between the steam
and the product. Product temperature is a function of operating vacuum, but the boiling
point varies with solute concentration and increases as evaporation proceeds. The vapor
separator removes the vapors from the concentrated liquid.
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Figure 8.7 Passage of components through different types of membranes used in milk and dairy
product processing.



Heat exchangers can be of rising film, falling film, plate, or scraped surface configura-
tions, with falling film being preferred for most modern milk evaporation installations.
Rising film evaporators consist of a heat exchanger of 10–15m-long tubes in a tube chest,
which is heated with steam. The liquid rises by percolation from the vapors formed near
the bottom of the heating tubes. The thin liquid film moves rapidly upward. The product
may be recycled if necessary to arrive at the desired final concentration. In falling film
evaporators the thin liquid film moves downward under gravity in the tubes. Specially
designed nozzles or spray distributors at the feed inlet ensure complete wetting of heat
transfer surfaces. The residence time through the tube is 20–30s as opposed to 3–4min in
the rising film type. The vapor separator is at the bottom, which decreases the product
hold-up during shut down. Tubes are 8–12m long and 30–50mm in diameter.

Two or more evaporator units can be run in sequence to produce a multiple-effect evap-
orator (Figure 8.8). Each effect consists of a heat transfer surface and a vapor separator,
in addition to the vacuum source and condenser for the entire unit. The vapors from the
preceding effect are used as the heat source in the next effect. As such, multiple effect
evaporators are more energy efficient and can evaporate more water per kg steam by re-
using vapors as heat sources in subsequent effects. Each effect operates at a lower pres-
sure and temperature than the effect preceding it, so as to maintain a ∆T and continue the
evaporation procedure. The vapors are removed from the preceding effect at the boiling
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temperature of the product at that effect, so that no ∆T would exist if the vacuum were
not increased. The operating costs of evaporation are relative to the number of effects and
the temperature at which they operate. Systems that compress vapors, either by steam jet
thermo-compression or by mechanical vapor recompression, are an alternative to (or can
be used in combination with) multiple effect evaporators for energy efficiency.

8.8 Drying

Dehydration by spray-drying is another important process in the dairy industry. Spray-
drying is the method of choice as the feed streams in the dairy industry are always liquid,
capable of being atomized in the dryer. After pre-concentration by evaporation to eco-
nomically reduce the water content of the feed stream and reduce vapor volume, the con-
centrate is introduced as a fine spray or mist into a drying tower or chamber with heated
air (Figure 8.9). Atomization greatly increases the surface air exposed to warm air for
drying. As the small droplets make intimate contact with the heated air, they flash off their
moisture, become small particles, drop to the bottom of the tower, and are removed. Spray-
drying can be accomplished with a low heat and short time combination, which leads to
a high-quality product. Spray-dryers consist of:

• a high pressure pump for introducing liquid into the tower;
• a device for atomizing the feed stream;
• a heated air source with blower;
• a secondary collection vessel for removing the dried food from the air stream;

and
• a means for exhausting the moist air.

Instantizing of powders involves a partial rewetting of powder and redrying, to allow
for agglomeration of the powder to improve wetting and solubility.

It is essential for both economic and environmental reasons that as much powder as
possible be recovered from the air stream. In most modern operations, wet scrubbers
usually act as a secondary collection system following a cyclone powder separator, but
bag filters are still employed in many older-style dryers. Bag filters are efficient (99.9%),
but not as popular due to labor costs, sanitation, and possible heat damage because of the
long residence time. Cyclone powder separators are not as efficient (99.5%) as bag filters
but several can be placed in series. Air enters at tangent at high velocity into a cylinder
or cone, which has a much larger cross section. Air velocity is decreased in the cone, per-
mitting settling of solids by gravity. Wet scrubbers are the most economical outlet air
cleaner. The principle of a wet scrubber is to dissolve any dust powder left in the air stream
into either water or the feed stream by spraying the wash stream through the air. This also
recovers heat from the exiting air and evaporates some of the water in the feed stream (if
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used as the wash water). Wet scrubbers not only recover most of what would be lost
product, but also recover approximately 90% of the potential drying energy normally lost
in exit air. Wet scrubbers are designed for a secondary air cleaning system in conjunction
with a cyclone.

In standard, single-stage spray-drying, the rate of evaporation is particularly high in the
first part of the process, and it gradually decreases because of the falling moisture content
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of the particle surfaces. In order to complete the drying in one stage, a relatively high
outlet temperature is required during the final drying phase, which is reflective of the par-
ticle temperature and thus heat damage. In a two-stage spray-dryer, moist powder can be
removed from the drying chamber and final drying takes place in an external fluid bed
dryer where the residence time of the product is longer and the temperature of the drying
air lower than in the spray dryer. A three-stage spray-dryer has as its second stage a fluid
bed integrated into the cone of the first-stage spray-drying chamber (Figure 8.9). Thus it
is possible to achieve even higher moisture content in the first drying stage and a lower
outlet air temperature from the spray-dryer. The inlet air temperature can be raised, result-
ing in a larger temperature difference and improved efficiency in the drying process. The
third stage is again an external fluid bed, which can be static or vibrating, for final drying
and/or cooling of the powder. Multiple-stage spray-drying results in higher-quality
powders with much better rehydrating properties directly from the drier, lower energy con-
sumption, and an increased range of products that can be spray-dried, for example,
processed cheeses for cheese powders.

8.9 Ice Cream Manufacturing Equipment

Ice cream processing operations can be divided into two distinct stages, mix manufac-
ture and freezing operations. Ice cream mix manufacture consists of the following unit
operations: combination and blending of ingredients, batch or continuous pasteurization,
homogenization, and mix aging. Ingredients are usually preblended prior to pasteuriza-
tion, regardless of the type of pasteurization system used. Blending of ingredients is rel-
atively simple if all ingredients are in the liquid form, as automated metering pumps or
tanks on load cells can be used. When dry ingredients are used, powders are added through
either a pumping system under high velocity or through a high-shear blender (liquifier), a
small chamber with rotating knife blades that chops all ingredients as they are mixed with
the liquid that is passing though the chamber via a large centrifugal pump. Both batch and
continuous (HTST) systems are in common use for ice cream mix pasteurization. Batch
pasteurization systems allow for blending of the proper ingredient amounts in the vat. Fol-
lowing pasteurization, the mix is homogenized and then is passed across some type of heat
exchanger (plate heat exchanger or double or triple tube heat exchanger) for the purpose
of cooling the mix to refrigerated temperatures (4°C). Continuous pasteurization is usually
performed in an HTST heat exchanger following the blending of ingredients in a large
feed tank. Some preheating, to 30–40°C, may be necessary for solubilization of the com-
ponents. This has the effect on the pasteurizer of reducing regeneration capacity and cre-
ating need for larger cooling sections. An aging time of 4h or greater is recommended
following mix processing prior to freezing, primarily to allow for crystallization of the fat
globules. Aging is performed in insulated or refrigerated storage tanks or silos. Mix tem-
perature should be maintained as low as possible (at or below 5°C) without freezing.
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Ice cream freezing also consists of two distinct stages:

(1) passing the mix through a swept-surface heat exchanger under high shear
conditions to promote extensive ice crystal nucleation and air incorpora-
tion; and

(2) freezing the packaged ice cream under conditions that promote rapid freez-
ing and small ice crystal sizes.

Ice cream texture is largely dependent on having small ice crystal size after 
manufacture.

Continuous freezers (Figure 8.10) dominate the ice cream industry. Modern freezers are
available with capacities up to 4,000L/h. Larger-scale operations would employ multiple
freezing units. In this type of process, mix is drawn from the flavoring tank into a swept
surface heat exchanger, which is jacketed with a liquid, boiling refrigerant (usually
ammonia in larger scale freezers). Incorporation of air into ice cream, termed the overrun,
is a necessity to produce desirable body and texture. Overrun is carefully controlled as it
greatly affects both texture and yield. In modern systems, filtered compressed air is
injected into the mix at controllable rates and is dispersed in the ice cream during the freez-
ing/whipping process. Rotating knife blades and dashers keep the product agitated and
prevent freezing on the side of the barrel. Residence time for mix through the annulus of
the freezer varies from 0.4 to 2min, freezing rates can vary from 5 to 27°C per min, and
draw temperatures of −6°C can easily be achieved. Batch freezing processes differ slightly
from the continuous systems just described. The barrel of a batch swept surface heat
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exchanger is jacketed with refrigerant and contains a set of dashers and scraper blades
inside the barrel. It is filled to about one half volume with the liquid mix. Barrel volumes
usually range from 2 to 12L. The freezing unit and agitators are then activated and the
product remains in the barrel for sufficient time to achieve the desired degree of overrun
and stiffness. Batch freezers are used in smaller operations where it is desirable to run
individual flavored mixes on a small scale or to retain an element of the “homemade”-
style manufacturing process. They are also operated in a semi-continuous mode for the
production of soft-serve type desserts. A hopper containing the mix feeds the barrel as
product is removed.

Flavoring and coloring can be added as desired to the mix prior to passing through the
barrel freezer, and particulate flavoring ingredients, such as nuts, fruits, candy pieces, or
ripple sauces, can be added to the semi-frozen product at the exit from the barrel freezer
prior to packaging and hardening. Centrifugal pumps are employed to pump variegate
sauces through a rippling nozzle into semi-frozen ice cream. Ingredient feeders are deigned
to allow a controllable flow of particulates (fruits, nuts, etc.) to be mixed with semi-frozen
ice cream. The flow of particulates can be tied automatically to the flow rate of ice cream
from the continuous freezer. For larger particulates (e.g., candy or bakery pieces), a shaker
table can be used, rather than a hopper with auger configuration, to prevent break-up of
the delicate particulate ingredients.

Following dynamic freezing, ingredient addition, and packaging, the ice cream pack-
ages are immediately transferred to a hardening chamber (−30°C or colder, either forced
air convection, spiral tunnel configuration, or plate-type conduction freezers) where the
majority of the remaining water freezes. Rapid hardening is necessary to keep ice crystal
sizes small. Following rapid hardening, ice cream storage should occur at low, constant
temperatures, usually −25°C.

More complete descriptions of ice cream making equipment can be found in Marshall,
Goff and Hartel, 2003.

8.10 Butter Manufacturing Equipment

The buttermaking process involves quite a number of stages. Cream can be either sup-
plied by a fluid milk dairy or separated from whole milk by the butter manufacturer. If
cream is separated by the butter manufacturer, skim milk from the separator is usually des-
tined for concentration and drying. Cream is pasteurized at a temperature of 95°C or more,
to destroy enzymes and microorganisms that would impair the keeping quality of the
butter. Cold-aging of cream ensures that the appropriate fat crystalline structure is obtained
for optimum churning. From the aging tank, the cream is pumped to the churn (Figure
8.11) via a plate heat exchanger, which brings it to the required temperature. In the churn-
ing process the cream is agitated to cause clumping of the fat globules and production of
the butter grains, while the fat content of the remaining liquid, the buttermilk, decreases.
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Modern continuous churns are capable of processing up to 10,000kg/h. The cream is first
fed into a churning cylinder fitted with beaters that are driven by a variable speed motor.
Rapid inversion of the fat globules takes place in the cylinder and, when finished, the
butter grains and buttermilk pass on to a draining section. After draining the buttermilk,
the butter is worked to a continuous fat phase containing a finely dispersed water phase.
During working, fat moves from globular to free fat. Water droplets decrease in size during
working and should not be visible in properly worked butter. The working of the butter
commences in the draining section by means of a screw, which also conveys it to the next
stage. On leaving the working section the butter passes through a conical channel to
remove any remaining buttermilk. Following this stage, salt may be added through a high-
pressure injector. The third section in the working cylinder may be connected to a vacuum
pump, to reduce the air content of the butter. In the final or mixing section the butter passes
a series of perforated disks and star wheels. There is also an injector for final adjustment
of the water content. The finished butter is discharged into the packaging unit, and the
packaged butter moves on to cold storage.

8.11 Cheese Manufacturing Equipment

Despite the wide variety that exists in cheeses, there are a number of common steps to
the cheesemaking process. These include coagulation of the milk, cutting of the curd,
cooking, whey draining, placing curd in cheese molds, and pressing the molds. The cheese
vat is central to the first five of these. Following clarification/standardization of milk and
sub-pasteurization heat treatment or pasteurization, milk is pumped into jacketed, 
temperature-controllable vats. Conventional vats are usually rectangular and open top.
Manual manipulation of milk gel (e.g., setting, cutting) and milk curd (e.g., draining, 
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cheddaring) takes place over the side of the shallow vat. Sizes may vary from 500–20,000L.
Milk is coagulated in the vat via bacterial fermentation and addition of rennet. Following
gelation, the milk gel is cut into cubes of ~0.5cm, using a series of horizontal and verti-
cal wire-strung knives. Whey is expelled from the cubes, producing curds, which continue
to shrink and expel whey (synerese) with cooking. Once cooking is complete, depending
on the cheese variety and desired moisture content of the curd, whey is drained. Curds are
allowed to sit together and knit into a structure at warm temperature. This solid curd can
then be milled (cut into slices as in cheddar processing), salted, melted and stretched in
water, collected into molds (hoops), etc., depending on the cheese variety. Hoops are nor-
mally pressed under pressure to complete curd knitting and create curd blocks and to expel
further whey from the cheese block.

Modern cheese plants have automated extensively compared to manual vat operations.
Performing the cheesemaking operations in stages in setting and finishing vats reduces
processing time. Enclosed, cylindrical vats allow for improved automation and control of
the various unit operations while improving hygiene and energy efficiency. Dual-agitators
combine both stirring (with one direction of rotation and blunt ends of the knife/agitator)
and gel cutting (with the other direction of rotation where sharpened ends of the agitators
produce cutting of the gel). Curd fines recovery from whey has been greatly improved,
for enhanced yield. Pneumatic curd conveying to curd handling operations reduces curd
damage. Draining-matting conveyors with porous belts are employed for continuous oper-
ation. In the manufacture of cheddar, milling of curd for salting occurs in-line in the con-
tinuous belt system. Automatic block forming, for example, cheddaring towers, can also
be utilized. The weight of gravity of the curd in the tower as well as the application of
vacuum ensures a tight, uniform block is produced at the bottom. Blocks of 18–20kg are
cut from the bottom in such continuous block-forming units. Modern continuous lines for
cheddar can produce up to 12,000kg/h.
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9 Grain Process Engineering
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9.1 Introduction

This chapter reviews recent trends in grain process engineering with a focus on aro-
matic rice varieties widely grown and consumed in Southeast Asian countries. Emphasis
has been given on processing equipment with the relevant information on processes that
can be useful to develop processing machinery. This includes drying, pre-storage treat-
ments, post-harvest value addition (parboiling and artificial ageing, aroma enhancement),
cooking, and processing. A brief note on recent developments on instrumental grain quality
evaluation has been added.

9.2 Drying

There are several methods available for the drying of grains. Shrinkage, bulk density,
particle density, and bed porosity are the major physical property changes taking place
during the drying process. These properties vary during drying due to moisture removal,
structural shrinkage, and internal collapse. Among several drying techniques commonly
used in drying particulate materials, fluidized bed drying has caught much attention due
to its potential advantage over fixed bed drying. Moreover, due to the rapid drying from
this method, it has been considered as a more economical drying method compared with
other drying techniques. Lower shrinkage has been experienced in fluidized bed drying
compared to fixed bed drying, probably due to case hardening at high temperatures and
changes in visco-elastic properties occurring during the drying process.

Considerable work has been done on various aspects of the development of fluidized
bed dryers, which is reviewed in this chapter. However, there have also been several novel
approaches to dry paddy to reasonably safe storage levels right after harvesting. This has
been necessitated due to the poor infrastructure of transportation and storage facilities. The
purpose of such small-scale dryers is to boost profit margins for farmers by removing mois-
ture up to 2–4%.

Myer Kutz (ed.), Handbook of Farm, Dairy, and Food Machinery, 215–250
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9.2.1 On-farm drying

A rice combine harvester usually performs at less loss of paddy. However, the poten-
tial shortcoming is that the paddy must be harvested at high-moisture content, ranging
from 20 to 28%. This high moisture content is conducive to rapid deterioration in quality
such as discoloration, yellowing, germination, and damage to milling quality.

The only practical means of preventing grain quality deterioration is immediate drying
of high moisture paddy, as sun drying, the conventional method, is inadequate to guaran-
tee the quality and quantity of the produce, thus there is a high demand for mechanical
drying facilities.

Most mechanical dryers available are suitable to rice millers and farm cooperatives that
handle thousands of tons of paddy. Small-scale dryers were developed for farm use as
fixed-bed dryers and solar rice dryers (Exell and Kornsakoo, 1977), which are appropri-
ate at farm level. However, those have not been widely accepted due to their potential
inconvenience.

Jindal and Oblado (1986) and Puechkamutr (1988) worked on accelerated drying of
high moisture paddy using conduction heating with a rotary dryer. Their studies have
shown the potential of using high temperatures for quick drying without significant
damage to the grain. This technique has been reported to be promising from the energy
consumption point of view.

Puechkamutr (1985) developed a rotary dryer for paddy based on conduction and natural
convection heating. Paddy was effectively dried from a moisture content of 23–16% (w.b.),
using a pipe heat exchanger at surface temperatures of 170–200°C with a residence time
of 30–70 seconds. Rapid drying and good milling quality of the paddy could be achieved
with such a dryer.

The combination of conduction and convection heating type rotary dryers was devel-
oped for on-farm drying as a first stage drying process. It consisted of double cylinders:
the external cylinder with 500mm diameter, attached to the inside surface with straight
flight; and an inner cylinder, hexagonal in shape with an outer tray and firing device
installed inside as a part of inlet cylinder. The grain was cascaded into the external cylin-
der with a concurrent flow of air. The experimental results showed that about 3% of mois-
ture content could be removed with a single pass with small reduction in milling quality
(Likitrattanaporn, 1996).

Another study of combined conduction-convection type rotary drum dryers was carried
out by Regalado and Madamba (1997), in terms of thermal efficiency. The fresh ambient
air forced into the drum in a counter flow direction of grain brought evaporative cooling
of the hot grain, as shown by the increase in moisture reduction whenever air velocity was
increased.

A further improved prototype of combined conduction-convection type rotary drum
dryers was the provision of ambient air, which was forced into the drum in a counter-flow
direction to the cascading grains. The grain was heated by conduction heating as drying
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proceeded and followed by convection heating as cooling occurred of the heated grain.
The results showed that its partial drying capacity increased approximately to double that
of the pre-dryer developed by IRRI, requiring only a single pass operation. Neither drum
surface temperature nor ambient air velocity and their interaction influenced total milling
recovery and head rice recovery.

9.2.1.1 Combined conduction-convection heating rotary dryer

Likitrattanaporn et al. (2003) designed and developed a combined conduction and con-
vection heating rotary dryer for 0.5 ton-h−1 capacity using LPG as a heat source, in order
to dry high moisture paddy at farm conditions. The main aim was to find an affordable
way to dry field paddy on the day of harvesting to facilitate handling and for higher returns
of produce for the farmer. The emphasis was placed on finding out the operating condi-
tions in which moisture up to 3% can be removed in a short time while grain quality should
be close to fresh paddy. Performance of the rotary dryer in terms of moisture removal, res-
idence time, energy consumption, and milling quality were evaluated.

This experimental rotary dryer, designed with a concurrent flow system, comprised of
two primary parts, a double cylinder and a discharge cover, as shown in Figure 9.1.
Forward movement of paddy takes place by the inclination angle and rotary motion of
cylinder, while air is blown through the cylinder by the suction fan located on top of the
discharge cover. A 1-horse-power motor with a 1 :60 reduction gear was used to drive the
rotary dryer. The LPG lamp on the entry end heats up the air and heated air moves to other
end due to suction fan. During forward motion, paddy first contacts the outer surface of
inner cylinder where conduction heating takes place followed by a cascading action along
the inside of the external cylinder resulting in convection heating. The paddy then falls on
to the discharge cover and out of the dryer, while the suction fan sucks out the moist air.
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Figure 9.1 A Schematic drawing of combined conduction and convection type rotary dryer
(Courtesy: Likitrattanaporn et al., 2003).



Relatively less moisture was removed during the last (third) pass at temperatures of 100
and 110°C, that is, 1.5 and 1.7%, respectively. While at 120°C, moisture content of 2.1%
could be removed. Obviously, this is due to the fact that less free water was available at
the third pass of drying.

The conduction and convection zones are shown in Figure 9.2, along with the inlet and
outlet temperatures of grain and hot air. It can be seen that high temperatures in the con-
duction zone can remove higher amounts of water than the convection zone which is, in
turn, sucked out by hot moist air. It can also be observed that outlet grain temperatures
were dropped to the safe range (max. 52°C) within a very short time (2–3min.).

This demonstrates the dryer’s heat exchange efficiency. The comparison of the effects
of conduction heating and convection heating on moisture removal showed that the major
moisture content of paddy was removed by conduction heating for all temperatures, while
the convection heating could remove moisture at less than 0.4%. Being designed as the
mobile unit for drying paddy in the field, energy consumption is one of the most impor-
tant aspects to consider.

The difference in weight before and after running a pass was recorded. Statistically,
insignificant difference was found in weight of LPG consumed at all temperatures.
However, the average power consumption was 0.6KWh and power of 0.46kg/hr LPG. 
It was estimated that the operating cost to remove up to 1% of moisture content of 1 
tonne paddy was 0.23$ in the first pass. The cost will increase up to 0.33$ in the second
pass and subsequently increase in the third pass, depending on availability of free 
moisture.
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Figure 9.2 Temperature profile during conduction and convection.



9.2.2 Fluidized bed dryers

The fluidized bed grain dryer is now fully commercialized in several countries. It has
great potential, especially for high moisture grains such as paddy, parboiled rice, maize,
and soybean. Its drying rate is fast compared to conventional grain dryers. Consequently,
the drying unit is compact relative to its capacity. Its energy consumption is relatively low,
while grain quality is maintained. A comprehensive review on fluidized bed dryers has
been done by Soponronnarit (2003) with the emphasis on research and development efforts
on fluidized bed grain drying, especially in Thailand, starting with an experimental batch
dryer and culminating with a commercial continuous-flow dryer. A mathematical model
of the fluidized bed grain drying system, including a series of drying, tempering, and
ambient air ventilation, is also described. A typical fluidized bed is depicted in Figure 9.3.

The fluidized bed paddy dryer is competitive with conventional hot air dryers, espe-
cially at high moisture levels, such as low energy consumption, low cost, and acceptable
paddy quality. Important operating parameters are: drying air temperature of 140–150°C,
fraction of air recycled of 0.8, air velocity around 2.0–2.3m/s, and bed thickness of 
10–15cm. Under ideal conditions, such as high initial moisture content of paddy (higher
than 30%) and high air temperature (140–150°C), head yield can be increased up to 50%
compared to ambient air drying. For consumer acceptance, tested rice with fluidized bed
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Figure 9.3 Schematic diagram of fluidized bed dryer for paddy (Courtesy: Soponronnarit, 2003).



drying is not significantly different from that dried by ambient air. For other grains, the
fluidized bed dryer has great potential for commercialization. Many units have been used
in parboiled rice mills and a few for maize and soybean industries. Experimental results
obtained from commercial fluidized bed dryers showed good performance and good
product quality, with a significant spin-off that urease activity in soybean kernel could be
reduced to an acceptable level required by the animal feed industry.

9.3 Pre-storage Grain Treatments

9.3.1 Grain damage from insects

In Southeast Asia, post-harvest losses are around 10–37%, out of which 2–6% losses
occur during rice storage, and have mainly been reported due to insects.

Increase in insect numbers results into reduction in grain weight, heating and spoilage
of grain, reduction in seed germination, contamination with insect fragments, insect feces,
webbing, and ill-smelling metabolic products inducing stinking odors. An increase of
insects correlates with grain weight loss, grain moisture content, temperature, and damaged
kernels (Sidek and Pedersen, 1984; Osman, 1984). Insect infestation also deteriorated 
grain quality. Nutritional value in terms of thiamin content decreased in infested wheat
(Venkatrao et al., 1960) together with changes in physiochemical properties including
weight, density, increased uric acid and fat acidity, increased moisture content and changes
in crude fat, calorific value, true proteins, ash, crude proteins, crude fiber, and non-protein
(Samuels and Modgil, 1999).

Rheological parameters of infested flour were also changed (Lorenz and Meredith,
1988). Bread made from infested wheat flour had poor properties because the gluten was
brittle, and darkening of the crumb and occurrence of distinct offensive taste and odor
were observed (Venkatrao et al., 1960; Smith et al., 1971). Some types of insects, such as
weevils, feed on endosperm, so carbohydrate was removed (Irabagon, 1959) whereas
protein, ash, and lipid content in corn increased (Barney et al., 1991). More loss of starch
in the gruel during cooking and an increase in free fatty acid were observed in milled rice
infested with weevils but thiamine content decreased (Pingale et al., 1957; Swamy et al.,
1993). Decrease in pasting viscosity and increase in swelling ability were observed in
infested rice starch (Kongseree et al., 1985).

Extent of insect damage varies with insect populations. Environmental conditions in
grain storehouses play an important role in insect growth and increase of the population.
High relative humidity of storage warehouses increases moisture content of stored milled
rice, which favors the development of high infestations of rough rice (Breese, 1960). 
Relative humidity ranging from 40–85% and temperatures of 20–40°C are an optimum
condition for growth of stored product insects for rice, such as rice weevils, maize weevils,
red flour beetle, and the lesser grain borer (Dobie et al., 1984). Besides the population,
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severity of insect damage depends on resistance of grain to insects. In the case of rice,
presence of tight hull, degree of milling, grain hardness, amylose content, gelatinization
temperature, alkali spreading value, and grain moisture content contribute to differences
in grain resistance to insects (Bhatia, 1976; Rout et al., 1976; Russell and Cogburn, 1977;
Juliano, 1981).

A brief description of several insect control operations is given below.

9.3.1.1 Chemical fumigation

Bags of milled rice are stacked and covered with gas-proof sheets to which fumigants
are added to eliminate insects. The fumigants mostly used are phosphine and methyl
bromide. Chemical fumigation has an uncertain future due to its limitations in terms of
insect resistance, toxicological findings, and consumer concerns on health and the envi-
ronment (Banks, 1987). Methyl bromide had been phased out by the year 2001. Phosphine
has not been a preferred medium for millers due to the long time required for fumigation.
For phosphine fumigation, at more than 25°C, it takes a minimum of 7 days to be effec-
tive against all stages of all stored product pests (Winks et al., 1980).

Susceptibility to phosphine varies by life stages (Howe, 1973) and insect species (Hole
et al., 1976). Phosphine efficiency in killing insects depends more on exposure time than
phosphine concentrations (Reynolds et al., 1967; Soekarma, 1985). ACIAR (1989) rec-
ommended application dosage rates for phosphine at 1.5 g/m3 or 2g/tonne rice with
minimum exposure periods of 7 days (above 25°C) and 10 days (15–25°C), to obtain com-
plete eradication of insects.

Fumigants can have unwanted and adverse effects on the treated commodity in terms
of germination, taste, odor, appearance, texture of grains, (ACIAR, 1989). Effects of chem-
ical fumigation on wheat, flour, and bread properties were extensively revealed (Calderon
et al., 1970; Matthews et al., 1970; Polansky and Toepfer, 1971). Response to fumigants
may be dependent on commodity types and variety, water activity, temperature, gas con-
centration, and exposure time (Annis and Graver, 1991).

9.3.1.2 Heat treatment

A heat disinfestations system can be designed and developed with the balance between
heat doses, insect mortality, and deterioration of grain quality. Many types of heat source
were introduced to kill insects. Hot air convection heating using a fluidized bed dryer was
applied to disinfest wheat (Dermott and Evans, 1978). Exposure times of 12, 6, and 4
minutes at air temperatures of 60, 70, and 80°C, respectively, was sufficient to induce com-
plete disinfestations. Using a spouted bed dryer, an increased air temperature from 80 to
100°C decreased the exposure time required to obtain a given mortality of R. dominica
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(Beckett and Morton, 2003). Many published works presented success in using radiant
heating such as infrared, microwave, and dielectric heating to disinfest stored grain and
cereal products (Boulanger et al., 1971; Nelson, 1972; Kirkpatrick et al., 1972). However,
the use might be limited when applied doses induced increases of temperature to levels
that deteriorate grain quality.

9.3.1.3 Gamma irradiation

Gamma irradiation can be an effective alternative technology because of its ability to kill
and sterilize insects in infested rice grains. The successful application of irradiation to
control stored product insects has been reported (Loaharanu et al., 1971; Aldryhim and
Adam, 1999). Doses of 0.15kGy may give complete kills within a few hours to weeks.
Although immediate kills are required to reduce grain loss, use of irradiation is limited by
its effect on grain quality. Irradiation caused changes in rough and brown rice in terms of
color, amylose content, water absorption, loss of solids during cooking, paste viscosity,
cooked rice hardness, and oxidative rancidity (Wang et al., 1983; Wootton et al., 1988;
Sabularse et al., 1991, 1992; Roy et al., 1991; Hayashi et al., 1998). Similar effects were
reported when milled rice was irradiated (Chaudhry and Glew, 1973; Bao et al., 2001).
Consumer acceptance is important and optimum doses should be determined. Various doses
have been reported to maintain sensory quality of irradiated rice. An acceptable limit below
3.0kGy was recommended for Taiwanese rice (Wang et al., 1983) and up to 5kGy for
Indian rice (Roy et al., 1991). Bao et al. (2001) also concluded that irradiation of milled
rice for human consumption would be limited to a maximum dose of 2–4kGy because of
its negative effect on rice color and aroma. However, doses not above 1kGy were suggested
for Australian rice and ordinary Thai rice (Loaharanu et al., 1971; Wootton et al., 1988).

Aromatic rice is an important export commodity for Asian countries. Economically, it
occupies a special position in the international market due to its pronounced, pleasant and
fragrant odor and satisfying soft texture after cooking. Sirisoontaralak and Noomhorm
(2005) reported changes of physicochemical properties in packaged aromatic rice (KDML-
105) when using gamma irradiation at dosages of 0.2–2.0kGy. Besides an increase in lipid
oxidation (TBA numbers) after irradiation, volatile compounds (ACPY, 2-acetyl-1-pyrro-
line) decreased. These affected the sensory perception. Maximum doses of less than 
1.0kGy should be used to disinfest aromatic rice although when considered strictly on
aroma, less than 0.5kGy would be more suitable.

9.3.1.4 Modified atmosphere

A modified atmosphere involves alteration of the concentration of the normal atmos-
pheric air, which contains about 21% oxygen and 0.03% carbon dioxide, present in storage
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to make insecticidal effects and prevent quality deterioration. Two ways of generating
modified atmosphere are reduction of oxygen concentration or increased carbon dioxide
concentration.

9.3.1.4.1 Low oxygen atmosphere

Low oxygen atmosphere can be obtained by storing grain in sealed enclosures or in air-
tight storage containers and allowing the occurrence of natural biological processes from
infested insects and grain, which was called hermetic storage. Insects of various species
were killed by depletion of oxygen rather than accumulation of carbon dioxide (Bailey,
1965). Adults were more resistant than immature stages. Lethal oxygen levels to all life
stages of insects at <3% was obtained, depending on density of the insect population
(Oxley and Wickenden, 1962; Moreno-Martinez et al., 2000) and rate of oxygen re-entry
into storage containers (Hyde et al., 1962). Besides hermetic storage, oxygen could be
reduced by removing air from storage containers to create vacuum conditions, in which
lower pressure than atmospheric pressure was shown.

The exposure time required to kill insects using low pressure conditions varied from
insect species, insect life stages, and pressure levels used. When a pressure of below 
100mmHg was applied, exposure times ranged from 7 to 120h (Calderon et al., 1966;
Finkelman et al., 2003; Finkelman et al., 2004). Eggs seemed to be more tolerant than
pupae and adults. Immature stages of some insects developing within grain kernels were
more resistant than those outside the kernels. S. oryzae was considered to be more resist-
ant than other insect species. When using higher pressure above 100mmHg, insects had
shorter lives and oviposition was reduced (Navarro and Calderon, 1972). With the advent
of modern plastic materials, airtight laminated food pouches made from low-gas perme-
ability plastic films were introduced to control insects (Cline and Highland, 1978), by
restricting oxygen and carbon dioxide transfer and creating atmospheres lethal to insect
survivors. Vacuum packaging was also efficiently proved to control insects during storage
of milled rice (Kongseree et al., 1985).

Similar to vacuum packaging, Mitsuda et al. (1972) introduced skin packaging or the
carbon dioxide exchange method (CEM), in which cereal grains were packed in low gas
permeability plastic bags and carbon dioxide was added. Grains can absorb gas so it
appeared tightly packed. Rice packed by the CEM technique could be maintained in better
condition, particularly in terms of water-soluble acidity, free fatty acid content, amylog-
raphy, and volatile carbonyls from cooked rice (Mitsuda and Yamamoto, 1980).

9.3.1.4.2 High carbon dioxide

Carbon dioxide has some level of toxicity to the insects as it deprives them of oxygen
and so kills by suffocation. The depletion of oxygen was the factor more important 
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than the increase in carbon dioxide to control insect populations. However, when 
carbon dioxide was present, oxygen was used up more quickly and adult insects died 
at relatively higher concentrations. More effective control could be expected when the
reduction of oxygen is accompanied by a corresponding increase in carbon dioxide (Spratt,
1975).

Exposure times needed to kill insects under a high carbon dioxide atmosphere depended
on insect species, life stages, and carbon dioxide concentration. Most of the insects in
stored products are killed under an atmosphere of <3% O2 or >40% CO2 (Bailey, 1965).
To obtain a complete kill, carbon dioxide fumigation required several days for different
species of insects at different growth stages. Annis (1987) identified Sitophilus oryzae (rice
weevil) as amongst the most tolerant insects in stored products to a carbon dioxide rich
atmosphere. Proposed exposure time to S. oryzae, when using >40% carbon dioxide at
25°C was 15 days, which therefore is adequate for all other species. However, to obtain
acute mortality for this kind of insect, high concentrations of carbon dioxide were rec-
ommended (Lindgren and Vincent, 1970), but with no oxygen less effectiveness was
shown. Even at a potent carbon dioxide concentration at 95%, long exposure time was
required to kill all developmental stages of S. oryzae, showing in LT99 at 1.26 to 15 days
(Annis and Morton, 1997). Comparing weevil types, S. oryzae was more tolerant to carbon
dioxide than the granary weevil S. granarius (Lindgren and Vincent, 1970). For different
insect species, adults of Tribolium castaneum (Herbst) seemed to be more tolerant than S.
oryzae (Taskeen Aliniazee, 1971) at carbon dioxide 45–80%. Contradictory, at 100%
carbon dioxide, Press and Harein (1967) reported comparatively shorter exposure time of
2.5 days than those of S. oryzae, to obtain a complete mortality of all developmental stages
of this insect. Four live stages of insects responded differently to carbon dioxide. Con-
clusively, for almost all insects in stored products, pupae seemed to be the most resistant
stage whereas adults were the most susceptible stage.

9.3.1.4.3 Modified atmosphere at increased temperature

Increasing the temperature resulted in increased insect mortality when insects 
were exposed under high carbon dioxide (Taskeen Aliniazee, 1971). The combination 
of temperatures >38°C with carbon dioxide enriched or oxygen deficient atmospheres
increased mortality of T. castaneum (Herbst) larvae (Soderstrom et al., 1992). This 
was confirmed when using a combination of low oxygen concentration and increased 
temperature (26–35°C) (Donahaye et al., 1996). Higher temperatures (20–40°C) also
meant a shorter exposure time was required to obtain mortality of all live stages of many
stored product insects in packaged rice under reduced pressure (Locatelli and Daolio,
1993).
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9.3.1.4.4 Modified atmosphere at low temperature

Low temperature was applied to a low oxygen atmosphere to preserve stored grain.
Mostly successful results were focused on maintaining qualities of grain such as wheat
(Pixton et al., 1975) and beans (Berrios et al., 1999). Shelf life of packaged brown and
milled rice with low oxygen or high carbon dioxide atmospheres was longer when stored
under cool temperatures (Mitsuda et al., 1972; Sowbhagya and Bhattacharya, 1976; Ory
et al., 1980) compared to those of ambient temperature.

9.3.1.4.5 Pressurized carbon dioxide

Under a high carbon dioxide atmosphere, even at high concentration, the exposure time
to obtain a complete mortality of insects was longer compared to chemical fumigation.
This limits its use. To reduce exposure time, successful work was conducted by Nakakita
and Kawashima (1994), who introduced the use of carbon dioxide under pressure 
(5–30 bars) followed by sudden loss of pressure. With carbon dioxide at 20 bar, an expo-
sure time of 5min was sufficient to kill all adults of S. zeamais, R. dominica, T. castaneum,
and L. serricorne. But eggs of S. zeamais required treatment at 30 bars for 5min for 
complete the kill. In contrast, the application of helium had no effect on adult mortality,
even at 70 bars.

From a commercial point of view, applying carbon dioxide gas at high levels is restricted
with costly equipment and difficulties in control. Noomhorm et al. (2005) suggested the
application of pressurized carbon dioxide at lower levels (4–8 bars) to kill S. zeamais in
milled rice using a specially designed pressure chamber (Figure 9.4). Carbon dioxide at
pressures of 4, 6, and 8 bars could shorten exposure time to obtain a complete kill of S.
zeamais adults from 21h at atmospheric pressure to 6, 4, and 2h, respectively. A few sur-
vivors of immature insects were observed when exposed for 5h at 6 and 8 bars. The adult
stage was the most susceptible, while larvae and pupae were relatively more tolerant. After
the pressurized treatments, milled rice qualities in terms of cooked rice hardness and
pasting properties slightly changed. However, panelists could not observe the difference
of non-treated and treated rice when sensory qualities were evaluated.

9.4 Post-harvest Value Additions

9.4.1 Artificial aging

Aging is usually done at temperatures above 15°C. The price of the rice increases 
considerably due to aging, as costs are incurred due to its storage for longer periods. The
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practice of accelerated aging is the storage of rice at higher temperatures than the usual
storage temperatures but lower than normal drying temperatures, so that the rice kernels
are not damaged. The accelerated aging process could be treated with either dry or wet
heat treatment. Wet heat treatment or steam treatment of fresh paddy has been done to
bring about partial gelatinization of starch.

The extended rate of changes during aging varies on storage temperature and moisture
content. The changes are increased with higher temperatures occurring in the same pattern
but differing in quantity among varieties. The aging process is less effective in cold
storage, but is accelerated by storage at higher temperatures and also to some extent by
exposure to light.

The cured rice resembles naturally aged rice in cooking behavior and taste panel scores,
but differs from parboiled rice in that starch granules are not gelatinized. Similar results
are obtained with brown rice, where heating has also increased reducing sugars and amy-
lograph viscosity but reduced the acidity of water extract (due to volatilization), without
change in fat acidity.

Aging of the grain may be accelerated with dry or wet heat treatment, by heating rough
rice up to 110°C in sealed containers without loss moisture to avoid grain cracking. In
South India, freshly harvested paddy is kept in heaps of straw for several days to cure.
Domestic curing methods are also used in which, after soaking, uncooked paddy in imme-
diately steam-cooked for about 10min and then allowed to stand hot for 1h. It is then
dried slowly. The rice thus cured is opaque and has the appearance of raw rice, but with
the cooking qualities of old stored rice.

Storage temperatures influenced the textural characteristics or samples stored at various
temperatures (4, 21, and 38°C). Clumping and glutiness significantly decreased as storage
temperatures increased from 4 to 38°C. A significant decrease in glutiness was not
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Figure 9.4 System used for CO2 application under pressure.



observed in samples stored at 21 and 38°C. Cooked kernel hardness was significantly
greater in rice stored at 38°C. Cohesiveness of mass significantly decreased with increas-
ing storage temperatures.

Fan (1999) studied the effects of rough rice drying, and storage treatments on gela-
tinization, and retrogradation properties of long-grain rice (cv. Cypress) were studied via
differential scanning calorimetry (DSC). The newly-harvested rough rice at 20.5% mois-
ture content, was treated using subsequent post-harvest variables, including two pre-drying
conditions (immediate or delayed by 86h), following by two drying conditions of high-
temperature (54.3°C, 21.9% RH, for 45min) and low temperature (33°C, 67.8% RH, for
45min), which corresponded to equilibrium moisture contents of 6.4 and 12.5%, respec-
tively. After drying, all the rough rice was placed in layers in a chamber controlled at 33°C
and 67.8% RH in four storage treatments (no storage and storage at 4, 21, or 38°C for 
20 weeks).

As storage temperatures increased from 4 to 38°C, gelatinization enthalpy also
increased. The endothermic peaks of retrogradation ranged from 46 to 63°C, with a peak
temperature of approximately 55°C. The enthalpy for retrograded rice gels varied from
5.1 to 6.7 J/g, which was about 60 to 70% of the gelatinization enthalpy.

Chrastil (1990) studied the chemical and physicochemical changes of rice grain of three
typical North American rice varieties during storage at different temperatures, 4°C and
37°C, respectively and found the swelling of rice grains stored at 4°C increased only by
5–7%, but the swelling of rice grains stored at 37°C increased far more, by 18–68%. The
breakdown during cooking after long storage at higher temperatures was low in all vari-
eties studied.

Changes in gelatinization and retrogradation properties of two rice cultivars; Bengal
with initial moisture contents at 18% (w.b.) and Kaybonent with initial moisture content
at 18.3% (w.b.), have been reported. The rough rice was subjected to a 20min drying treat-
ment in a thin layer with drying air controlled at 60°C and 16.9% RH, which corresponded
to an equilibrium of 5.8% (M.C.). Upon removal from the drier, the samples were imme-
diately transferred to a conditioning chamber controlled at 21°C and 50% RH and equil-
ibrated until reaching the target moisture contents of 12 or 14% (<1 week). After that the
rough rice was stored at one of three storage temperatures at 4, 21, or 38°C and then
removed from each bucket at 0, 3, 9, and 16 weeks (Fan, 1999).

The gelatinization enthalpy increased as the rough rice storage duration increased. The
gelatinization temperatures also varied with duration as well. Both rice cultivars exhibited
similar retrogradation peak temperatures of around 55°C, but Kaybonnnet gave higher ret-
rogradation enthalpy than Bengal rice. The greater degree of retrogradation with Kaybo-
nent was largely due to its higher amylose content (Fan, 1999). Inprasit and Noomhorm
(1999) studied the effect of rice aging by drying of paddy in a fluidized bed dryer at 150°C
and tempered for 12h. Then it was dried in shade. The head rice yield was found to be
higher than the yield of the shade dried rice. The gradual reduction in grain temperature,
during tempering, caused partial gelatinization of grain, which showed results similar to

9: Grain Process Engineering, Noomhorm et al. 227



accelerated aging of rice, hence the increase in head rice yield, hardness, and b-value 
(yellowness) but it had reduced water absorption.

The approach of production of aged rice from steam treatment would simulate the 
parboiled process, but the quality of aged rice should not be completely parboiled. The
suitable conditions of steam treatment in terms of pressure, temperature, and linear 
relation need to be investigated in the accelerated aging process of rice.

9.4.1.1 Design and development of steam chamber

A steam chamber unit used in this experiment was designed and the schematic diagram
of the steaming unit is shown in Figure 9.5.

The structure consisted of a steam chamber (1). It was designed to connect with the
boiler (2) and control the pressure by release valve (3). The boiler could be adjusted to a
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maximum pressure at 4.0kg/cm2. At the bottom of the steam chamber, there was one pres-
sure gauge (4) and one safety valve (5). There were two types of container for holding the
sample, the first a cylindrical container and the other a conical container. The cylindrical
container was used in an air steam system and a conical container was used in a steam
submerged system.

In this study, two steaming systems were conducted; an open tank system and a pres-
surize tank system. The steam chamber was connected to a boiler to produce the air steam.
The paddy samples were put in the cylindrical or conical container and then inserted in
the steam chamber before opening the valve of air steam. For the open system, the release
valve was opened and the steam temperature was controlled by adjusting the ball valve
(3). For the pressurize tank system, the release valve was closed and the pressure was con-
trolled by adjusting the ball valve. The temperature and pressure were manually controlled.

Accelerated aging of high moisture rough rice in closed containers induced an increase
of head rice yield due to gelatinization of starch during heating. At the optimum condi-
tions for accelerated aging of high moisture rough rice, the b-value of milled rice was
increased to a level of natural aging but hardness and water absorption of cooked rice were
lower than those of naturally aged rice.

When low moisture rough, brown, and milled rice were heated in a closed container,
even at optimum heating conditions, cooking and eating qualities did not change to the
level of naturally aged rice, while b-values reached the same level as in naturally aged
rice. For rough and brown rice, head rice yield decreased due to a low level of moisture
in gelatinized grain. On the other hand, heating of low moisture rough rice with the accel-
erated aging unit at equilibrium moisture content at 60°C for 4 days, the head rice yield
did not change. However, hardness of cooked rice, b-value, and water absorption of cooked
rice were changed to a state similar to naturally aged rice.

When intermittent heating of low moisture rough rice with a controlling grain temper-
ature at 60°C, head rice yield decreased and the other qualities changed to naturally aged
rice. Energy consumption was reduced after heating at 60°C of grain temperature for 5
days when compared with continuous heating at equilibrium moisture content (60°C) for
4 days.

9.4.2 Aroma enhancement of milled rice

The compound, 2-acetyl-1-pyrroline (ACPY) is a heterocyclic compound and a major
component in the flavor of cooked rice (Buttery et al., 1982), which contributes to a
popcorn-like aroma in several Asian aromatic rice varieties. Terms popcorn-like aroma are
used by non-Asians, and pandan-like aroma by Asians (Paule and Powers, 1989). ACPY
was confirmed as mainly responsible for the characteristic odor of aromatic rice varieties
(Lin et al., 1990; Tanchotikul and Hsieh, 1991).
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9.4.2.1 Production of ACPY

ACPY has been isolated and identified from many food sources such as pandan leaves
(Buttery et al., 1982, 1983; Laksanalamai and Ilangantileke, 1993), crust of wheat and rye
breads (Schieberle and Grosch, 1985, 1987; Schieberle, 1989, 1991), popcorn (Schieberle,
1991), and some sweetcorn products (Buttery et al., 1994). Laohakunjit and Noomhorm
(2004) extracted ACPY from pandan (Pandanus amaryllifolius Roxb.) leaves by super-
critical fluid extraction with CO2 (SC-CO2), simultaneous steam distillation/extraction
(SDE), and ethanol extraction. There is a potential for high yield of ACPY by SC-CO2 at
200 bar, 50°C, and 20min. The SDE-ether extract yielded small amounts of ACPY and
an undesirable odor, while the dark green ethanol extract gave the highest ACPY yield as
well as 3-methyl-2(5H)-furanone. At least 34 new volatile components were discovered
from the 3 extraction methods.

ACPY can be chemically synthesized using 2-acetylpyrrole as the starting material
(Buttery et al., 1983) or boiling the amino acids, l-ornithine or proline in phosphate buffer
containing 2-oxopropanol at backflush for 2h (Schieberle, 1990). It can also be produced
by non-thermal microbiological synthesis (Romanczyk et al., 1995, using Bacillus cereus
strains isolated from cocoa fermentation boxes. Rangsardthong and Noomhorm (2005)
synthesized ACPY at about 2.08 and 1.11mg/l by two fungi, Acremonium nigricans and
Aspergillus awamori, respectively. Physical and chemical factors affected ACPY produc-
tion, such as aeration in shake flask fermentation, rotation speed, temperature, and pro-
duction medium. However, scaling up of the production decreased ACPY content and
liquid forms of ACPY have low stability. Apintanapong and Noomhorm (2003) studied
the production of ACPY by the fungi Acremonium nigricans in a scaled-up 5 l bioreactor.
The effect of chemical parameters (media composition and inorganic nitrogen source) and
physical parameters (such as aeration rate, agitation speed, and pH control) on ACPY pro-
duction was presented in shake flask fermentation.

9.4.2.2 Aroma enhancement of milled rice

ACPY decreased with storage time (Laksanalamai and Ilangantileke, 1993). Adding of
ACPY will improve aroma quality of aged rice. Liquid forms of ACPY from microbial
fermentation had low stability, therefore encapsulation could be applied to produce fla-
voring materials in a dry form. This process is coating or entrapping one material or a
mixture of materials within another material or system (Risch, 1995). The polymers used
as encapsulating materials must be chemically inert, non-toxic, non-allergic, and
biodegradable. Apintanapong and Noomhorm (2003) encapsulated ACPY using spray
drying and freeze drying techniques. Spray-dried powders of 70 :30 gum acacia-
maltodextrin gave a minimum reduction of ACPY (27.7%) after 72 days of storage. Freeze-
dried powders from 70 :30, 60 :40, and 0 :100 gum acacia-maltodextrin mixtures had no
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loss of ACPY within 60 days of storage. Under the scanning electron microscope, the sur-
faces in all samples had no cracks or pores.

Freeze-dried powders had complex forms and larger particles than spray-dried powders.
When powders were exposed to high relative humidity, moisture content increased and
structure changed. Capsules were completely destroyed while freeze-dried powders were
easily contaminated with microorganisms. Encapsulated ACPY from partially purified
culture broth was added to milled rice. A higher odor score was obtained in the samples
with encapsulated ACPY. However, encapsulating materials affected overall acceptability
of the panelists.

Apart from encapsulation, Laohakunjit and Noomhorm (2004) studied the binding of
ACPY to rice starch films. The effect of plasticizers such as glycerol, sorbitol, and 
polyethyleneglycol 400 (PEG 400), on mechanical and barrier properties of rice starch
film, was also investigated. Due to its higher tensile strength, lower oxygen transmission
rate, and water vapor transmission rate, 30% sorbitol-plasticized film bound with ACPY
was selected for coating non-aromatic rice kernels (variety RD 23, Supanburi 1, and
Supanburi 90). Odor retention was compared to three varieties of Thai aromatic rice (Khao
Dawk Mali 105, Klong-Luang, and Patumthani 1). Scanning electron microscopy showed
more homogeneous, clearer, and smoother surfaces of coated rice. ACPY decreased during
storage for 6 months, but the ACPY content of ACPY coated non-aromatic rice did not
significantly differ from that of aromatic rice. Likewise, barrier properties of film to
oxygen-induced lower oxidative rancidity showed by low n-hexanal, free fatty acid, and
thiobarbituric acid (TBA) number in coated non-aromatic rice.

9.5 Cooking and Processing

9.5.1 Retort packaging

Flexible packaging for thermo-processed foods as an alternative to metal cans and glass
jars has been explored since at least the middle 1950s. The packaged foods are heat ster-
ilized in retorts and the sterility maintained by the inherent material impermeability and
the hermetic seals of the pouches.

Mermelstein (1978) studied various benefits of the retort pouch. It had many advan-
tages over canned and frozen food packages for the food processor, distributor, retailer,
and consumer. Because the pouch had a thinner profile than cans or jars, it took about
30–50% less time to reach sterilizing temperature at the center of the food, in the pouches
than in cans or jars. In addition, because the product near the surface was not overcooked,
as it might be with cans and jars, the product quality was maintained. Thus, the product
was truer in color, firmer in texture, and fresher in flavor, and there was likely less nutri-
ent loss. It was recommended that the pouch was especially beneficial for delicate prod-
ucts such as entrees where color and texture were important.
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Energy saving is one of the features of the retortable pouch that has made it a promis-
ing alternative packaging method for sterilized shelf-stable product.

The emergence of the retort pouch was a response to changes in consumer tests and
buying habits, as they demanded quality, taste, and convenience in foods. This improve-
ment led to marketing competition (Fox, 1989). Further, the pouched product was com-
mercially sterile, not requiring refrigeration or freezing, and was shelf-stable at room
temperature at least as long as canned foods.

Stand-up flexible pouches that stand erect without external support when they are filled
with their intended contents, now extend their origin in fruit beverage packaging into con-
fections, snacks, and other products. The triangular-shaped flexible pouch with a unitary
flat base appears as a mainstream. They are relatively easy to fill and seal on
perform/fill/seal equipment and convenient to handle. In the not-too-distance future, expe-
rience with stand-up flexible pouches will permit their more universal applicability (Brody,
2000).

9.5.1.1 Packaging material of flexible pouch

The most common form of pouch consists of a 3-ply laminated material. Generally, it
is polyolefin/aluminum foil/polyester where the polyolefin is polyethylene, polypropylene,
or a co-polymer of the two and the polyester is one of several branded materials, for
example, Myglar, Melinex, etc. The aluminum ply ensures shelf life of at least 2 years by
providing the best gas, water, and light barriers. The polyolefin ply forming the inner wall
of the pouch provides the best sealing medium while the outer polyester ply affords further
atmospheric barrier properties as well as mechanical strength. Variations in construction
are available, including pouches that contain no aluminum foil.

The basic requirement in selection of packaging materials is heat resistance because of
the high-temperature processing they undergo. In addition, in the selection of package
composition and package shape, consideration must be given to the nature of food to be
packaged, required shelf life, and package cost. From the other point of view, the mate-
rial for pouches must not only provide superior barrier properties for a long shelf life, seal
integrity, toughness, and puncture resistance, but must also withstand the rigors of thermal
processing.

9.5.1.2 Soaking process

Velupillai (1994) proposed that the most important objective of the soaking process was
the increase in the moisture content to a level and distribution (within the kernel) whereby
the subsequent cooking stage would ensure the complete and uniform gelatinization of the
starch in the rice kernel. Conventional processes have determined that when the grain total
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moisture was approximately 30% (w.b), then the moisture at the innermost parts of the
kernel was sufficient to fully gelatinize the entire kernel during the subsequent steam heat
treatment stage. The soaking temperature and its uniformity throughout the grain mass
during the soaking period were additional factors that determined grain quality and pro-
duction cost.

9.5.1.3 Boiling process

During this stage, the starch granules in the endosperm, which have absorbed water
during the soaking stage, were changed in structure from a crystalline to an amorphous
form. This was an irreversible process referred to as gelatinization. The key criteria were
the presence of sufficient moisture and the transfer of heat at or above the gelatinization
temperature for the variety of rice under treatment (Velupillai, 1994).

Suzuki et al. (1976) discovered that there were two different mechanisms related during
the cooking process. One was the diffusion of water needed for the cooking from the
surface to the core of rice grain and the other comprised the chemical and physical changes
of the components in the rice. The cooking time was influenced by the amount of 
water subsequently added. Following cooking, the rice was washed thoroughly with 
cold water to remove surface starch and stop the heat process for dry pack of canned rice
products.

9.5.1.4 Filling and closing processes

A high vacuum level was required to prevent oxidative browning of the products. If a
vacuum of 26 inches of mercury or less was used in the can, the rice acquired a light brown
color and an objectionable odor and flavor. Little improvement was obtained by replacing
the air with nitrogen. However, when the rice was packed and sealed at 28 inches of
vacuum, the product remained very white after processing and had an excellent texture,
flavor, and separation of grains.

Application of a high vacuum would reduce the moisture content of the partially 
cooked grains by a small amount, about 1–3%, which was not undesirable. The reliabil-
ity of the closure seal was directly affected by the ability of the filling operation to 
leave the opposing seal surfaces free of product contamination. The seal requirements for
retort pouches must stand 121°C (250°F) or higher thermo-process temperature (Lampi,
1979).

Filling systems range from manual to automatic, with variations or combinations of
both. The essential requirement is that the pouch seal be kept free from contamination
with product since this could impair sterility, either by spoilage or resultant leakage at the
seam. Upon investigated, removal of air from the filled pouch is normally affected on an
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automatic line and is necessary to ensure produce stability, avoid the pouch bursting during
retorting, assist uniform heat transfer, allow detection of spoilage (swelling), and to facil-
itate cartoning.

9.5.1.5 Retorting system

The features of retorting equipment for retort foods depend significantly on the char-
acteristics of containers used. In particular, to achieve a hermetic seal by heat sealing
requires careful pressure control as compared with canned or bottled items. The retorting
equipment can be classified into steam air type and hot water type by the heating medium
in use or into static type, circulating type, and rotary type by product behavior in the retort.
These types are similar in performance, and selection is made taking food properties,
shape, and packaging forms into account.

A steam-air mixture or hot water is used as the heating medium, and it has been estab-
lished that these two media are practically equivalent in terms of thermal characteristics
that are associated with heat transfer efficiency. However, different heating media requires
different attentions in operation.

Mermelstein (1978) suggested that because of their flexible nature and limited seal
strength, retortable pouches were unable to support internal pressures developed by expan-
sion of headspace gases at thermal processing temperatures. Therefore, the pouches were
sterilized in an environment where the external pressure in the retort was equal to or greater
than the internal pressure of the pouches during heating and cooling cycles of the process.
Hot water (heating medium) under overriding air pressure was achieved to equalize the
internal and the external pressures of the pouches undergoing sterilization. However, this
reduced the value of surface thermal conductance (h) to a finite value as opposed to a very
large value achieved by using steam.

9.5.1.6 Sterilization of food in retort pouch

Flexible packages (pouches) for shelf-stable liquid or semi-liquid food products are new
compared to glass and metal containers. However, it is normal that as flexible packages
become more refined they will be used as containers for high-moisture, heat-preserved
shelf-stable foods. Processes for foods in flexible packages may be designed with the same
procedures used in determining processes for foods in metal or glass containers. The same
basic criteria exist regarding the requirements for commercial sterility of the product,
regardless of the material from which the hermetic container is made. Processes for food
in flexible packages will be calculated by conventional methods from heating character-
istics obtained by heat penetration tests and the sterilizing (Fo) values known to be ade-
quate for a specific product.
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The purpose of thermal processing, canned foods may be divided into two groups on
the basis of their pH. Acid foods, with a pH less than 4.5, are sterilized by bringing the
temperature of the slowest heating point in the can to about 90°C. Acid foods are usually
processed in boiling water or in steam at low pressure, and in some cases a process of hot
filling, closing, holding, and cooling is used. Low-acid foods with a pH above 4.5 require
more severe heat processes. Thus canned foods are usually processed at temperatures of
116°C or 121°C for a time, which is determined by the temperature history at the slowest
heating point in the can and the resistance of possible contaminating microorganisms to
inactivation by heat.

9.5.2 Quick cooking brown rice

Quick cooking rice (QCR) is precooked and gelatinized to some extent in water, steam,
or both. Then the cooked or partially cooked rice is dried in such a manner as to retain
the porous structure to facilitate the rapid penetration of rehydrating water (Luh et al.,
1980).

The raw quick-cooking brown rice (QCBR) should be dry, free flowing without sub-
stantial clumping, have acceptable color and flavor, have no considerable kernel break-
age, and with a bulk density around 0.4–0.5g/ml (Roberts et al., 1972). The reconstituted
QCBR should have flavor, texture, taste, and appearance very similar to ideally cooked
conventional rice without mutilation of the rice grains to minimize the losses of starch and
nutrients (Smith et al., 1985).

9.5.2.1 Quick cooking rice process

A number of quick cooking processes have been developed over the past few years to
produce quick cooking products. Such processes mainly comprised of soak-cook-dry
methods, stepwise hydration-cook-dry methods, expanded and pregelatnized rice, rolling
treatments, dry heat treatments, freeze thaw process, gun puffing, freeze drying, chemical
treatments (Roberts, 1972; Luh et al., 1980), and gamma-irradiation (Sabularse et al.,
1992).

It was stated that gun puffing, freeze-thaw process, and freeze-drying are uneconomic
due to the cost of machine investment (Monphakdee, 1990). Smith et al. (1985) pointed
out the disadvantage of the freeze-thaw process of producing a more sticky and pasty QCR
final product as the result of rehydration of the starch during thawing and the resultant
collapsing of the starch granule. They also recommended the combination of freeze-drying
followed by convective air drying to obtain a less sticky and better free-flowing product.
On the contrary, such a combination was reported by Azanza et al. (1998) as resulting 
in grain susceptible to disintegration due to a relatively longer time for freeze drying 
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attributed to unfavorable physical properties and gel-bound water of rice, which sequester
the free water and therefore make freezing difficult.

Expanded and pregelatnized rice is particularly suitable for parboiled rice, which is able
to withstand the high temperature treatment process. The other methods are usually con-
ducted in combination with the others, such as the combination of soak-cook-dry methods
and dry heat treatments, or stepwise hydration-cook-dry methods accompanied by dry heat
treatments. The latter combination was said to be complicated and suitable for rice, which
is able to resist the rigorous treatment, such as parboiled rice (Monphakdee, 1990).

Selected processes for QCBR in particular is described herein, including the dry heat
treatment of Bardet and Giesse (1961), the soak-multiple cook-dry method of Miller
(1963), preheat-soak-multiple cook-dry method of Gorozpe (1964), alternate soak-bake
method of McCabe (1976), soak-cook-CFB (centrifugal fluidized bed) dry of Roberts 
et al. (1972), multiple cook-dry method of Baz et al. (1992), and fluidized cook-dry
method of Hyllstam et al. (1998).

Bardet and Giesse (1961) described the dry heat treatment at high temperatures
(230–315°C) by agitating raw brown rice in a heated air temperature of 272°C with the
velocity of 762m/min for 17.5 s to fracture the bran layer, followed by immediate and
rapid air cooling. Such QCBR, which could be cooked three times faster than normal
brown rice, has been marketed in the western states for several years. The toast or “nut-
like” flavor is claimed to be desirable, but the kernels are somewhat chalky and are checked
or fissured (Roberts et al., 1972).

Miller (1963) disclosed a process for preparing a quick cooking dehydrated brown rice
product, which was said to be gelatinized uniformly. Raw brown rice was hydrated in
water at temperatures of about 75–100°C to increase the moisture content of the rice to
20–50% to partially split the bran coat. The hydrated rice was then alternately steamed at
a temperature of 100°C or greater for gelatinizing the rice, and sprayed with water to
increase the moisture content to about 3–5% during each addition of water, until the rice
was completely gelatinized and had a moisture content above 65%. The cooked rice was
dried in a manner in which moisture was removed from the surface of the rice faster than
water could diffuse from the interior to the surface of the grain so that the rice retained a
puffed and porous texture. It was claimed to be rehydrated in 5min, being less pasty,
fluffier, and softer than similar products, and substantially devoid of tough, chewy centers.

Gorozpe (1964) described a QCBR process of fissuring, hydrating, multiple soaking and
steaming, and drying. Brown rice was hot-air treated at 50–120°C and hydrated in water
below the gelatinzation temperature, briefly immersed in boiling water and treated with
steam in several stages, cooled by a blast of cold air, and finally dried.

QCBR boiled to rehydrate in 5min produced by the process of McCabe (1976), where
brown rice was subjected to alternate soaking at room temperature for 2–3h and baked at
149–177°C for 40min.

The application of CFB drying was extended to QCBR by Roberts et al. (1972). The
process consisted of soaking the raw brown rice at an ambient temperature for 16h, boiling
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for 20–25min to reach about 60% moisture, CFB drying with 3,000 fpm air at 133°C for
5min, with a rotation speed of 270 rpm to achieve 7–10% moisture QCBR. The high heat
transfer rate yielded a relatively porous QCBR, which could be prepared for serving by
simmering 10–15min, about one-fourth that required for raw brown rice.

The process of Baz et al. (1992) is particularly advantageous for parboiled rice but also
applicable to brown rice. First, the rice was water cooked at a temperature of about
90–100°C for about 1–10min exclusive of heating up time for partially hydrating the rice
grains, which thereby provides uniform moisture distribution in the grains. Next, the steam
pressure cooking was carried out at pressures of between about 250–2000mmHg above
atmospheric pressure for a duration of about 1.5–30min. The drying was carried out in
two steps:

(1) under stationary conditions in a conventional belt dryer or on a high air
velocity belt dryer having means, such as nozzle tubes, to direct hot air at
the rice;

(2) the partially dried rice grains are dried under agitated conditions in a vibrat-
ing dryer such as a vibrating fluid bed dryer or by a high velocity belt dryer
as in the first drying step. The product could be prepared for consumption
by simmering for 8–10min.

Hyllstam et al. (1998) developed a process that is applicable for BR. The process
involves fluidizing the rice by recirculating saturated steam at 100°C during cooking,
injecting saturated steam into the recirculating rice to replace the condensed steam, spray-
ing water at approximately 100°C on to fluidized rice during cooking to gelatinize starch,
and air drying.

9.5.2.2 Important factors affecting the process of quick cooking brown rice

The soak-cook-dry combined with dry heat treatment was chosen in this study on
account of its economy, simplicity, and available facility. The process is primarily com-
posed of preheating, soaking, water cooking, steaming, pre-drying, and final drying.

9.5.2.2.1 Preheating

The preheating of the raw rice grain to partially split the bran and develop the numer-
ous small fissures throughout the kernel is believed to facilitate the moisture penetration
into the grain (Daniels, 1970). Thus, the soaking time and the boiling or steaming time
are decreased with a consequent increase in yield. Moreover, the dry volume of the fin-
ished product is increased and the product requires less time to prepare for serving (Luh
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et al., 1980). The appropriate amount of preheating to achieve fissuring is empirical and
must be determined experimentally. Generally, preheating may be done by means of forced
air or hot air with temperatures of 50–350°C for 2–15min (Gorozpe, 1964; Monphakdee,
1990).

9.5.2.2.2 Soaking

The objective of soaking is to saturate the grain with moisture sufficient for gelatiniza-
tion in the subsequent cooking step. Moreover, it reduces the tendency of grain mutilation
from osmotic pressure during cooking. In addition, soaking also creates the fissures in the
kernel. Thus, the time for precooking is decreased. Preheated brown rice is soaked in
approximately 2 to 3 parts of water per part of rice at room temperature for a period of
1–16 hour to raise its moisture content to 30–40%. The time can be reduced somewhat by
using warm water, but hot water causes undesirable stickiness and mushiness. Despite the
aforementioned advantages of soaking, a long time of soaking results in the loss of water-
soluble vitamins, minerals, and flavor (McCabe, 1976; Carlson et al., 1979; Roberts et al.,
1972).

9.5.2.2.3 Cooking

This step is carried out for gelatinizing starch. Basically, it is conducted by raising the
temperature to gelatinization temperature or higher by means of boiling, steaming, or both.
The important problem is the inability to control sufficient and uniform gelatinization, thus
resulting in the mutilation and stickiness of the grain. This problem is solved by control-
ling the moisture penetration and time for starch gelatinization. Consequently, the cooking
procedure in this study is accomplished by two steps to attain the desired level of 
gelatinization.

9.6 Quality Evaluation

9.6.1 Image analysis

Image analysis techniques have long been developed and commercially used for deter-
mining the quality attributes of cereals and grains linked with their size, shape, and appear-
ance. Production of edible rice requires several processing operations such as milling,
soaking, and cooking during which significant changes occur in kernel dimensions and
appearance. However, little information is available in published literature on the appli-
cations of image analysis techniques for monitoring the dimensional changes in rice
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kernels during processing in relation to the varietal differences manifested by the physico-
chemical properties.

This study was aimed at investigating the changes in the dimensions of rice kernels and
appearance by image analysis during milling, soaking, and cooking. In milling, the empha-
sis was on the estimation of head rice yield (HRY) defined as the proportion by weight of
milled kernels with three-quarters or more of their original length along with kernel white-
ness in terms of degree of milling (DOM). Further, the changes in kernel dimensions
during soaking and cooking of milled rice were investigated in relation to their physico-
chemical properties. Finally, interrelationships among dimensional changes, water uptake,
and physicochemical properties of milled rice kernels during soaking and cooking were
developed.

Yadav (2004) developed a simple and robust scheme for image analysis consisting of
a personal computer, frame grabber, and a color CCD camera, which was used for the
measurement of kernel dimensions and gray level distribution in 2-D images with Image-
Tool 2.0 software available in the public domain. Ten Thai rice varieties ranging from low
to high amylose content (16 to 28% d.b.) were selected for the study. A total of 50 samples,
5 for each variety, of rough rice weighing 200g each were dehusked using a Satake
dehusker and milled for 0.5–2.5min at an interval of 0.5min with a Satake polisher for
obtaining various levels of HRY and DOM. A representative sample of milled rice com-
prising head and broken kernels, weighing about 12g, was placed under CCD camera man-
ually for imaging with kernels not touching each other. Bulk samples of milled rice, which
had been subjected to different degrees of milling, were imaged to determine the gray 
level distribution. Well-milled whole kernel rice was conditioned at three initial moisture
contents (M0) of about 8, 12, and 16% (d.b.) for soaking and cooking experiments. A
total of 105 kernels were imaged at each time interval to monitor the dimensional features
such as length (L), width (W), perimeter (P), and projected area (Ap) during soaking,
whereas a total of 32 kernels were imaged during cooking for each variety at the selected
M0. Water uptake by 2g rice kernels during soaking and cooking was determined and
expressed in terms of change in their moisture contents. The physicochemical properties,
namely amylose content (AC), gel consistency (GC), alkali spreading value (AS), and
protein content (PC) of milled rice of different varieties were determined by standard
methods.

9.6.2 Texture evaluation of cooked rice

The sensory texture characteristics of cooked rice determined by the panelists have been
found to vary widely (Champagne et al., 1998; Meullenet et al., 1998; 1999; 2000a, 2000b;
Sitakalin and Meullenet, 2000). Also it was reported by Del Mundo (1979) that consumer
panels gave scores similar to those of laboratory panels when assessing the eating quality
of cooked rice.

9: Grain Process Engineering, Noomhorm et al. 239



There are several problems associated with the sensory evaluation of cooked rice
texture. First, the method is time- and labor-consuming. Second, it is usually a major
problem during an evaluation scheme to accurately determine the number of samples that
can be handled in a short period of time since the texture of cooked rice changes quickly
with time and temperature. Third, it is practically impossible to maintain the same labo-
ratory panel members throughout the complete duration of a study. Last, the standard or
uniform testing procedure for the sensory evaluation of rice quality still has not been
adopted. Also, rice has a bland flavor, which usually increases the difficulty in determi-
nation of textural properties.

9.6.2.1 Objective measurement of cooked rice texture

The texture of cooked rice has been frequently evaluated using compression, texture
profile analysis, and extrusion testing with devices such as the Instron food tester and the
Texture Analyzer. In uniaxial compression, the sample is compressed to a predetermined
degree to find its hardness (Sitakalin and Meullenet, 2000). A compress-hold-pull-back
(CHPB) test has been proposed for evaluating cooked rice stickiness using an Instron food
tester by several researchers (Hamaker et al., 1991). The area under the resulting force-
time curve represented the stickiness in work units. Double compression testing with the
Texturometer has also been used for the evaluation of cooked rice texture (Juliano, 1982;
Suzuki, 1979; Kawamura et al., 1997). However, the definitions of the terms such as adhe-
siveness, cohesiveness, and springiness are not identical. Other researchers who have
employed the texture profile analysis include Champagne et al. (1998) and Windham 
et al. (1997).

In extrusion tests, the food sample is compressed until it flows through one or more
slots in the test cell. The maximum force required to accomplish extrusion is used as an
index of texture quality (Bourne, 1982). Several test cells such as the Ottawa texture meas-
uring system (OTMS) cell and the back extrusion cell have been proposed for evaluating
cooked rice texture with an Instron food tester or Texture Analyzer. OTMS cell have been
used for determining hardness (Lee and Singh, 1991; Lima and Singh, 1993;
Limphanudom, 1998) and stickiness (Lee and Singh, 1991; Lima and Singh, 1993). The
extensive use of back extrusion test cells has been reported by numerous researchers
(Banjong, 1986; Meullenet et al., 1998; Sitakalin and Meullenet, 2000; Limpisut, 2002)
for evaluating cooked rice texture.

Near infrared (NIR) spectroscopy is based on the absorption of electromagnetic 
radiation at wavelengths in the range 780–2,500nm. The NIR spectrum originates from
radiation energy transferred to mechanical energy associated with the motions of atoms
held by chemical bonds in a molecule. The chemical bonds vibrate and the approxima-
tions of these vibrations behave as a simple harmonic motion. Motion of each atom is
independent vibration. When the frequency of the radiation matches that of vibrating mol-
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ecules, a net transfer of energy from the radiation to the molecule occurs. It can be meas-
ured as a plot of energy and wavelength, called the spectrum. The vibration spectrum of
a molecule is a unique physical property and is characteristic of the molecule. The infrared
spectrum can be used as a fingerprint for identification by comparing unknown spectrum
with the reference.

9.6.3 Application of NIR spectroscopy on grain quality

Attention to non-destructive quality evaluation techniques are increasing. Their advan-
tages are safety of chemicals, quick measurement, repeatability of sample use, and suit-
ability in process control. Recently NIR spectroscopic is a promising technique for grain
quality evaluation.

NIR spectroscopy was used to measure intrinsic properties in terms of protein content
and hardness and classified hard red winter and spring wheat (Delwiche and Norris, 1993).
NIR spectra had potential in varietal identification of hard red winter wheat with meas-
ured wheats varying widely in protein content and bread-making potential (Rubenthaler
and Pomeranz, 1987). Approach to NIR measurement of apparent amylose content of
ground wheat was presented (Wesley et al., 2003). Maghirang and Dowell (2003) meas-
ured hardness of bulk wheat with NIR spectroscopy and correlated with those from single-
kernel visible. Hardness prediction was the best at 550–1,690nm spectra (R2 = 0.91). The
ability of the model to predict hardness was related to protein, starch, and color differ-
ences. Predicting protein composition, biochemical properties, and dough handling prop-
erties of hard red winter wheat flour was sufficiently accurate using NIR (Delwiche et al.,
1998). NIR spectroscopy has been used to quantitatively predict rice constituents, such as
apparent amylose content, protein content, and moisture content (Delwiche et al., 1995,
1996; Sohn et al., 2003). NIR spectroscopy was reasonably accurate in predicting rice and
rice starch quality in terms of pasting properties obtained from Rapid Visco Analyzer
(RVA), gel consistency, cool paste viscosity, gelatinization onset temperature, and textural
properties (Bao et al., 2001). Possibility of NIR spectroscopy to monitor the change in
starch structure during the gelatinization process or degree of gelatinization was reported
(Onda et al., 1994). Severity of the parboiling process was successfully assessed using
NIR spectroscopy. High correlation was observed with RVA maximum viscosity of gelat-
inized rice paste prepared from parboiled rice (Kimura et al., 1995). However, conflicting
findings of poor correlation of NIR spectroscopy and RVA pasting properties of rice was
reported (Meadows and Barton, 2002). Sensory texture attributes in terms of hardness,
initial starchy coating, mass cohesiveness, slickness, and stickiness of cooked rice were
successfully predicted by NIR spectroscopy (Champagne et al., 2001; Meullenet et al.,
2002).

NIR was also an accurate technique for measuring color values of grain and grain 
products (Black and Panozzo, 2004). A visible-NIR instrument was calibrated with 
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colorimeter values (L*, a*, b*) as defined by CIE for measuring color of flour, barley, and
lentils.

9.6.4 Conclusions

In conclusion, it is realized that several methods based on the physicochemical and
pasting properties of milled rice as well as instrumental measurements of cooked rice could
be used for indirect assessment of the eating quality of cooked rice in terms of sensory
hardness, stickiness, and overall acceptability. However, such indirect methods still need
further improvement in view of the conflicting reports about their accuracy and the selec-
tion of independent variables, with possible inclusion of water-to-rice ratio used in the
cooking of rice. Several studies carried out in the past have clearly indicated that rice
cooking methods along with the quantity of water used affect the texture of cooked rice
in a direct and significant way. Although storage time and temperature influence physic-
ochemical and pasting properties of milled rice as well as the texture of cooked rice, it is
difficult to quantify the effects of these factors on the eating quality of cooked rice. There-
fore, indirect and rapid assessment of sensory textural attributes of cooked rice based on
simple instrumental measurements of milled and cooked rice properties will constitute an
interesting area of research.
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10.1 Introduction

10.1.1 General background

Fruits and vegetables are living “organs” of plants and are subject to damage by phys-
ical, physiological, and microbiological processes leading to rapid deterioration. Poor 
harvesting practices, lack of sorting to eliminate defects before storage, and the use of
inadequate packaging materials further add to the problem. In general, minimizing 
physical bruising, sorting to remove damaged and diseased products, and effective 
temperature management will help considerably in maintaining product quality and 
reducing storage losses. If the temperature during the post-harvest period is kept as 
close to the optimum as possible for a given commodity, storage life could be enhanced
considerably.

Thus, in order to obtain produce of optimum quality for processing, good pre-harvest
and post-harvest technology practices are essential. In this chapter, we will discuss the
general properties of fruits and vegetables, how deterioration may occur and ways of con-
trolling them, general methods of preservation, some important methods of processing,
quality assurance, and general requirements for processing operations.

10.1.2 Importance of fruit and vegetables

Fruits and vegetables have received widespread emphasis in recent years from nutri-
tionists and health professionals, because of the increasing discoveries of their nutritional
and functional health enhancing components. They are the main source of fiber, vitamins,
minerals, and other minute, but increasingly important functional components. Certain
functional components such as carotenoids, especially lycopene, lutein, zeaxanthin, and
beta carotene, are known to have increased bio-accessibility and better absorption, when
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they are processed rather than in their unprocessed state. Therefore certain fruits and veg-
etables may be better nutritionally for being processed rather than in their unprocessed
state. Processing is also an efficient and cost-effective way to preserve some fruits and
vegetables, especially those which are only available seasonally.

10.1.3 Fruits and vegetables suitable for processing

Most fruits and vegetables can be processed, in one form or the other. However, the
important considerations that determine whether processing is worthwhile, are whether
there is a demand for the processed products, whether the raw material would stand the
processing conditions, and whether the products are seasonal or available throughout the
year.

While a fruit may be excellent to eat fresh, it may not necessarily good for processing.
Processing generally requires frequent handling, peeling, slicing, high temperature and
pressure, which can lead to adverse physical, chemical, and biological changes, which in
turn may result in undesirable texture, flavor, and color changes.

A regular supply and availability of produce is a major determinant when planning 
to establish a processing center, to function as an economically viable entity. Growing,
harvesting, collecting and transport of the raw materials to the factory site are important
logistical considerations for an efficient and economic processing operation.

10.1.4 Location of processing operation

The location of the processing operation is another important consideration. Choosing
a location that minimizes the average production cost, including transport and handling,
will not only add to the profits, but will also have a significant effect on the quality of the
products processed. It is an advantage to locate the processing operation near the fresh,
raw material supply. This allows perishable raw materials to be transported with the least
of injury and damage to quality.

An adequate supply of good water, availability of manpower, proximity to rail or road
transport facilities, and adequate markets are other important requirements.

10.1.5 Processing systems

Fruit and vegetable processing systems can be broadly categorized into three classes,
based on the scale of processing.
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10.1.5.1 Small-scale processing

This is done at the cottage industry level by small-scale farmers for personal subsis-
tence or for sale in nearby markets. Such processing requires little investment but it is time
consuming and tedious. Small-scale processing satisfies the needs of rural communities in
some less developed countries. However, with the increase in population and greater ten-
dency toward urbanization, there is need for more processed and diversified types of food.

10.1.5.2 Intermediate-scale processing

In this scale of processing, a group of small-scale processors pool their resources. This
can also be done by individuals. Processing is based on the technology used by small-
scale processors with differences in the type and capacity of the equipment used. The raw
materials are usually grown by the processors themselves or are purchased on contract
from other farmers. Intermediate-scale processing can provide quantities of processed
products to urban areas.

10.1.5.3 Large-scale processing

Processing in this system is highly mechanized and requires a substantial supply of 
raw materials for economical operation. This system requires a large capital investment,
high technical and managerial skills, and regular supplies of adequate quantities of raw
materials.

All three types of processing systems have a place in different countries to different
extents to complement crop production and meet food demand. However, historically,
small- and intermediate-scale processing have proven to be more successful than large-
scale processing in the developing countries.

The choice of processing system depends entirely on the type of industry and the extent
of infrastructure for growing, transport, manpower, technology, and other resources avail-
able in different countries, as well as the marketing opportunities for the products
processed.

10.2 Properties of Fruits and Vegetables

10.2.1 General background

Fruits and vegetables are living entities that continue to respire after harvest. Moreover,
some may photosynthesize and importantly and particularly for fruit, continue to undergo
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major structural and compositional changes associated with development, including ripen-
ing and senescence. Fruits and vegetables are highly perishable and their shelf life is influ-
enced by a range of factors. These include genetic factors, environmental conditions during
growth and at harvest, as well as the extent of care taken with handling, transport, and
storage conditions.

Further, each species of fruit and each individual fruit within a species has different 
biological characteristics (biological variation) and may respond differently to a given 
set of conditions. Therefore, different strategies have to be adopted for each species and
for some procedures (e.g., controlled atmosphere storage), for each cultivar in order to
maintain fruits and vegetables in excellent condition. Thus, to solve problems associated
with the processing of fruits and vegetables, it is critical to understand their individual
biologies (Seymour et al., 1993).

10.2.2 Fruit development

Fruit development follows three phases (Gillaspy et al., 1993), including:

(1) ovary development, fertilization, and fruit set
(2) growth by cell division, seed formation, and ovary development; and
(3) cell expansion and embryo maturation

Bud initiation, which may occur the previous season or may be a continual process in
tropical areas, is followed by floral differentiation, which involves rapid cell division and
differentiation into a flower or inflorescence (anthesis), pollination, and fertilization. Each
flower contains a gynoecium, which may contain one or more carpels comprising an ovary
containing an ovule(s) attached to the ovary wall by a placenta together with a style and
stigma. Following fertilization and seed formation, the fruit develops from these parts of
the gynoecium together with other floral tissues, including the receptacle, bracts, and calyx.
Since there is great variation in floral layout among the taxa, the resultant fruit also vary
widely in their structure.

Each part of the mature fruit therefore carries a heritage of its biological responsibili-
ties in the flower and undergoes differentiation into new parts with an overall new purpose
of seed dispersal. The wall of the ovary develops into the pericarp, which comprises three
regions, the endocarp, mesocarp, and exocarp. Fruit set describes the point where the floral
parts have withered and a small potential fruit has appeared. This may be followed by a
“drop,” when some of the fruitlets abscise. In general, fruit expand initially by cell divi-
sion, for example, apples, and this occurs in the first four to six weeks, and then by cell
expansion.

Fruits that humans eat display a variety of forms depending on the potential of the floral
tissue. Some floral tissues (e.g., receptacle, calyx, bracts, floral tube), develop into the
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edible parts of the mature fruit (e.g., strawberry, apples, pears, pineapple). Carpellary tissue
itself can give rise to a variety of simple forms, such as peaches, as well as more complex
structures, such as oranges. Mechanisms that control fruit development are poorly under-
stood and complicated by the wide variety of forms but in avocado, isoprenoid and car-
bohydrate metabolism appear to have central roles together with plant growth regulators
(Cowan et al., 2001). Irrespective of the type of fruit, all the ripening mechanisms are
directed toward seed dispersal.

Other forms of plant material we eat include ground vegetables derived from roots (e.g.,
sweet potatoes, carrots), modified stems (e.g., potatoes (tuber), taro (corm)), and modified
buds (onions and garlic bulbs). Herbage vegetables include leaves (e.g., cabbage, spinach,
lettuce), petioles (e.g., celery, rhubarb), flower buds (e.g., cauliflower, broccoli), and
sprouts and shoots (e.g., asparagus, bamboo shoots). Vegetables that are botanically fruits
include legumes (e.g., peas, green beans), cereals (e.g., sweet corn), vines (e.g., squash,
cucumber), berries (e.g., tomatoes), and trees (e.g., avocado). Many of this latter group of
vegetables need to be managed as fruit.

10.2.3 Chemical composition

10.2.3.1 Water

Water comprises 70–90% of the fresh wt of most fruits and vegetables. It is held in the
vacuoles, cytoplasm, and cell walls. Cells are highly hydrated entities in which the aqueous
environment allows movement of organelles and metabolites within the cells and between
cells of tissues through the apoplastic space. Fully turgid cells together with tissue mor-
phology and cell wall integrity are responsible for the texture of plant foods (Harker
et al., 1997, 2003). Freshness is associated with crispness and fully turgid cells, whereas
age and poor handling are indicated by limp and withered material. Freezing and forma-
tion of ice crystals causes rupture of membranes and loss of cellular integrity. Drying and
removal of water may cause irreversible cellular changes (Bai et al., 2002) and make rehy-
dration difficult.

10.2.3.2 Sugars

Sugars found in fruits are predominantly sucrose, fructose, and glucose. Sugar alcohols,
such as sorbitol, may be found in apples and some other fruit. Sugars are largely respira-
tory substrates and a source of carbohydrate post-harvest. In some fruit, sugars may accu-
mulate prior to ripening and these fruits can be harvested green, for example, tomatoes.
Sugars make up a substantial proportion of the soluble solids component of plant tissue
and can easily be measured in the field by hand held refractometers to give an indication
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of the stage of ripeness of a crop. This method is practical when making comparative
measurements year to year from the same stock.

More accurate measurement of sugars can be achieved analytically by HPLC (Reed 
et al., 2004). Regardless of the method of measurement, differences may be found in 
the amount of analyte in fruit, depending on the position of the tissues from which the
sample is taken (Hopkirk et al., 1986) and the age of the fruit (Snelgar et al., 1993).

10.2.3.3 Organic acids

Organic acids provide acidity and contribute to flavor. The relative proportion in fruit
usually declines as it ripens and sugars increase. Malic acid is commonly found in apples,
pears, plums, and bananas, and citric acid is common in oranges, lemons, and bananas.
Chlorogenic acid is common in young apples, pears, peaches, and plums. Quinic acid may
also be found in apples, apricots, peaches, and banana. Oxalic acid is present as insoluble
calcium oxalate crystals, for example, in rhubarb petioles. Succinic acid is found in 
small amounts in several fruit. Malate, citrate, and succinate are substrates in respiratory
pathways (Tucker, 1993). Measurement of organic acids is more difficult than soluble
solids and usually requires laboratory facilities. A crude measure of total acidity can be
obtained by titratable acidity, and individual organic acids can be identified by HPLC
(Freidrich, 2002).

10.2.3.4 Starch

Starch is a carbohydrate source for plants and is usually located in the amyloplasts in
cells. Starch comprises two polysaccharides, amylose and amylopectin, in varying pro-
portions, which contribute different properties and functions. The structure, chemistry,
gelatinization, and rheology characteristics have been well documented (Thomas and
Atwell, 1999). When required as a respiratory substrate, starch may be degraded by amy-
lases to maltose and glucose. Starch is present in many unripe fruit (apples, bananas, toma-
toes) and is metabolized during development (Tucker, 1993). Starch may also be present
in ripe fruit, such as mangoes.

Some starch may be found in leafy vegetables, often in association with chloroplasts
and as a storage carbohydrate in cereal grains and root vegetables (e.g., taro, sweet 
potato, cassava). Starch can easily be detected by examining the tissues microscopically
after applying a solution of iodine in potassium iodide, which stains the intact granules
blue-black (Jensen, 1962). As starch granules are crystalline, they birefringe under 
polarized light exhibiting the “Maltese Cross” characteristic. The extent of gelatinization
of starch can therefore be monitored microscopically by loss of birefringence and 
staining.
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10.2.3.5 Phenolic components

Phenolic components in plant foods have been reviewed (Naczk and Shahidi, 2004).
Phenolics are known to be synthesized by plants during normal growth as well as in
response to a variety of stimuli, including pathogen invasion, wounding, and UV light
(Schreiner, 2005). Phenolics may be present in different forms and concentrations among
the various tissues and contribute bitterness and astringency to flavor (e.g., green bananas,
red wine), as well as to the oxidative stability of products. Some, such as chlorogenic acid,
also act as substrates for the polyphenol oxidase group of enzymes, which are responsi-
ble for the browning reaction in cut and damaged fruits and vegetables (Whitaker and Lee,
1995).

Phenolic components are frequently found in polymeric form as tannins. Tannins 
are notoriously difficult to deal with analytically to determine their monomeric com-
position (Naczk and Shahidi, 2004). The Folin-Ciaocalteau method (Waterhouse, 2002) 
is commonly used to measure total phenolics but is susceptible to interference from 
ascorbic acid and other reducing agents (Naczk and Shahidi, 2004). HPLC incorporating
diode array detection is necessary for separation and identification (Naczk and Shahidi,
2004).

In some fruit and vegetables, ferulic acid and other low-molecular weight phenolic acids
are linked to polysaccharides in the cell wall (Parker and Waldron, 1995; Harris et al.,
1997; Waldron et al., 1997a; Wende et al., 2000; Smith and Harris, 2001; Parker et al.,
2003; Rodriguez-Arcos et al., 2004) and may cross-link the polysaccharides contributing
to the wall architecture (Ishii and Hiroi, 1990). In Chinese water chestnut these are thought
to contribute to the crispness of the texture, which remains after cooking (Parker and
Waldron, 1995).

10.2.3.6 Flavor volatiles

The flavor and aroma of fruits and vegetables arise from complex mixtures of numer-
ous compounds, which are present in differing amounts among species. Chemicals con-
tributing to flavor are predominantly esters, aldehydes, and alcohols. The characteristic
flavor of a fruit arises from combinations of the various compounds but often one or a few
components provide the distinctive flavor for that fruit, for example, >130 for pineapple
and the major compounds being methyl butanoate and methyl 2-methylbutanoate (Elss 
et al., 2005) and >100 for papaya with linalool and benzyl isothyocyanate predominat-
ing (Flath et al., 1990). Vegetables also have characteristic aromas. Cabbage (Brassica
oleracea var capitata) contains sulfur compounds, which when heated during cooking
release hydrogen sulphide and methanethiol that smell like rotten eggs (Chin and Lindsay,
1993).
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10.2.3.7 Plant pigments

Chlorophyll is the green lipid-soluble photosynthetic pigment located in the thyllakoid
membranes of chloroplasts and is present in two main forms, chlorophyll a and b. Chloro-
phyll is well described by Papageorgiou and Govindjee (2004). Basically, the chemical
structure is that of a porphyrin ring with magnesium as the prosthetic group. Phytol alcohol
is ester-linked to one of the pyrrole groups and methyl alcohol to another. The amount of
chlorophyll in plants varies dependent on species and organ, for example, fruit or leaves.
In both the amount can change with environment, soil conditions, and fruit ripening but
not always, for example, Granny Smith apples remain green-skinned when ripe.

When present in large amounts (e.g., spinach, silver beet leaves) it can cause a bitter
flavor. Chlorophyll is degraded during the development of most fruits and loss of chloro-
phyll is often an indicator of ripeness, for example, bananas. Chlorophyll fluorescence
techniques have been used to assess quality of broccoli (DeEll and Toivonen, 2000). Loss
of fluorescence might be a useful a non-destructive method to complement other ripening
indicators and has been demonstrated for guava (Bron et al., 2005) and papaya (Bron 
et al., 2004), where it was probably due both to membrane damage as well as chlorophyll
degradation. Chlorophyll is also degraded by heat and acid forming pheophytin, which
results in a change of color to an olive green. Chlorophyll may also be degraded enzy-
matically by chlorophyllase, which cleaves the phytol group forming chlorophyllide.
Action of the enzyme together with heat and acid causing loss of magnesium can result
in formation of pheophorbide, resulting in a grey-green colored material.

Carotenoids range in color and include β-carotene (orange), lycopene (red), and xan-
thophylls (yellow). Carotenoids are fat-soluble pigments and are found in plastids of cells
where they are frequently masked by chlorophyll. Carotenoids function as accessories to
chlorophyll in the capture of light energy and have antioxidant capacity within the cell in
the prevention of damage from free radicals (DellaPenna and Pogson, 2006). Their fat-
solubility derives from long carbon side chains, which enables them to partition into the
fatty regions of membranes but also makes them susceptible to oxidation. β-Carotene is
a vitamin A precursor and is very sensitive to oxidation, especially in the presence of 
sulfites (Wedzicha and Lamikanra, 1983).

The carotenoid composition of fruits may be associated with the aroma profile of fruit.
Carotenoids can degrade through a number of complex pathways, giving rise to volatile
aroma compounds (Lewinsohn et al., 2005a, b). One example is lycopene in tomatoes and
watermelon, which on degradation appears to give rise to terpenoid aromas, including the
lemon aroma of geranial found in these fruits (Lewinsohn et al., 2005b). Under some
storage conditions the carotenoid content of some fruit may increase (Kalt, 2005).

Anthocyanins are water-soluble pigments located in plastids and found in a broad group
of plants. They are responsible for blue, purple, red, and orange colors of many fruits and
vegetables (e.g., strawberries, blueberries, cherries, plums, grapes, red cabbage). Antho-
cyanins belong to a class of compounds called flavonoids, and have structures derived

258 Food Processing Operating Systems and Machinery Design



from the 2-phenylbenzopyrylium (flavylium) salt. Anthocyanins exist as glycosides of
polyhydroxy, and/or methoxy derivatives of the flavylium salt. The color intensity of
anthocyanin pigments is strongly dependent on pH. At pH 1.0, anthocyanins exist in the
red-colored flavylium form, and absorb light strongly at wavelengths around 510nm (lmax

varies slightly with solvent and pH).
At pH 4.5, the colorless carbinol pseudo-base is the dominant structural form. Thus, the

color intensity of a solution containing anthocyanin pigments decreases sharply as the pH
is increased from 1 to 5. The process may be reversed by acidification. The type and their
function may be varied, depending on the organ of origin (Stintzing and Carle, 2004). Red
anthocyanins can react with metal ions causing loss of color (Wehrer et al., 1984) requir-
ing the use of coating on cans. The color of flavonoids is inclined to deepen if the mate-
rial is cooked at alkaline pH, for example, cooked apples.

Betalains are red, water soluble pigments found in 13 families of the order Caryophyl-
lales, which includes beetroot, where they replace the anthocyanins (Stintzing and Carle,
2004). Since they are found in different organs of the plant, they may have multiple func-
tions, including pathogen resistance, animal deterrence, and osmolysis (Stintzing and
Carle, 2004). Betalains are less susceptible to degradation from processing than carotenoids
(Tesoriere et al., 2005) and generally maintain their color characteristics between pH 3
and 7 (Jackman and Smith, 1996), although some degradation from light, enzymes, and
temperature may be experienced, depending on the type and particularly for extracted 
betalains (Stintzing and Carle, 2004 and references therein). The antioxidant capacity of
betalains is variable and dependent on structure but the physiological role of betalains in
humans is not well understood (Stintzing and Carle 2004).

10.2.3.8 Amino acids

Fruits and vegetables are not considered to be important sources of protein as they
usually contain less than 1% by weight of the raw material. However, proteins from
legumes, seeds, nuts, and grains are likely to contain a higher level of protein and a greater
range of amino acids, although they may not contain all the essential amino acids. Legumes
are generally rich in the essential amino acids isoleucine and lysine, while cereals grains
usually contain more methionine and tryptophan and are deficient in the other essential
amino acids. Small amounts of amino acids are present in fruits, for example, apples
contain asparagine and aspartic acid. In processing of foods, free amino acids can 
participate in fermentation as nutrients for yeast and in the Maillard reaction.

10.2.3.9 Proteins

These include nuclear and cytoplasmic structures, such as mRNAs synthesized during
ripening and enzymes and structural proteins. Enzymes of interest in processing include
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the polyphenol oxidases, peroxidase, and invertase. The action of these can sometimes be
overwhelming and difficult to control, due to extensive loss of compartmentation through
crushing of tissues and unchecked mixing of the enzymes with substrates. This results in
changes in color and flavor, and with invertase causes degradation of sucrose to fructose
and glucose. A number of plant proteases exist that have pharmaceutical uses as well as
use in the food industry, primarily as meat tenderizers (e.g., bromelase (pineapple), papain
(papaya), actinidin (kiwifruit), ficin (figs)).

10.2.3.10 Vitamins

Vitamin C or ascorbic acid is widespread in fruits and vegetables but the amount in each
species and cultivar is highly variable (Kalt, 2005). For example, citrus, raspberries, and
strawberries all contain large amounts of vitamin C but in strawberries the amount ranged
from 32–99mg/100g fresh weight (Maas et al., 1995). Wide variation also occurs among
apple cultivars (Lachman et al., 2000). Leafy green vegetables, including spinach and
related species, contain large amounts of vitamin C. Large amounts are also present in
members of the Cruciferae (e.g., broccoli) and some other less well-known species (e.g.,
Lepidium oleraceum (Cook’s scurvy grass) and Cochlearia officinalis (scurvy grass)),
which were used in historic sea voyages to prevent scurvy. Vitamin C may be lost during
blanching and processing and its water solubility means it can be easily lost into the 
processing water (Kalt, 2005). Vitamin C content also diminishes on storage of fresh 
vegetables.

10.2.3.11 Minerals

Fruits and vegetables are good sources of minerals, especially K, Mg, P, and calcium.
Most fruits and vegetables are rich in potassium, in particular avocado, kiwifruit, banana,
plums, prunes, broccoli, pumpkin, and potato, and button mushrooms are known to contain
the highest levels of potassium ranging from 350–490mg/100g of edible portion 
(Cunningham et al., 2002). These same fruits and vegetables are also rich in magnesium.
When there is not enough fluid in the human body, an electrolyte imbalance occurs result-
ing in too much or too little of one or more electrolytes in the body. The typical western
diet contains plenty of sodium but foods rich in potassium and magnesium (found in 
fruits, vegetables, legumes, and nuts) are often not eaten in sufficient quantities. There-
fore for a healthy diet, consumption of fruits and vegetables is very important.

10.2.3.12 Fat

Some fruits are rich sources of oil. For example, palm, olive, and avocado may contain
as much as 15–25% oil. The African pear (Dacryodes edulis) pulp contains about 63% oil
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and is rich in palmitic, oleic, and linoleic acids (Kapseu and Tchiegang, 1996). Fat is
enclosed in elaeoplasts and is present in large amounts in these fruits and some seeds as
well as the germ of cereals grains. Knowledge of the variations in fat and fatty acid com-
position during maturation of fruits is useful in understanding the flavour of fruits when
ripened (Ayaz and Kadioglu, 2000).

10.2.3.13 Other components

Glucosinolates, which are found in varying types, amounts, and in different parts of cru-
ciferous vegetables (e.g., broccoli, turnips, Pak choi, Chinese broccoli) may have some
cancer protecting activities (Schreiner 2005 and references therein). Other important com-
ponent are phytosterols, for example, β-sitosterol, which can lead to a lowering of serum
cholesterol (Gylling and Miettinen, 2005). Several compounds extracted from plants, such
as carrots (Babic et al., 1994), garlic (Benkeblia, 2004), and chilli (Leuschner and Ielsch,
2003), have been shown to have some antibacterial and antimicrobial activity, which may
find future application, such as in coatings.

10.2.4 Structural features

Plant cells are bounded by a cell wall external to the plasma membrane and contain a
large central vacuole, plastids, including chloroplasts, chromoplasts, leucoplasts (amylo-
plasts, elaioplasts), and other inclusions, including crystals and raphides composed of
calcium oxalate, as well as the important organelles such as the nucleus, Golgi apparatus,
and endoplasmic reticulum.

The plant foods we eat usually consist of mainly parenchyma tissue together with small
amounts of other tissues such as collenchyma in celery (Sturcova et al., 2004) and scle-
renchyma fibres in asparagus (Waldron and Selvendran, 1990). The cells of parenchyma
have thin primary cell walls comprised of complex polysaccharides, including cellulose
microfibrils, pectic polysaccharides, and xyloglucans, with smaller amounts of heteroxy-
lans, glucomannans, proteins, and glycoproteins (Harris, 2005). Cell wall polysaccharides
exhibit microheterogenity in their composition, which changes in response to the chang-
ing needs of the organ. Polysaccharides are held together in the walls by a mixture of cova-
lent bonds, non-covalent interactions (between calcium and pectin), and hydrogen bonds
to form a 3-D network.

Cell walls are strong. They provide structural support for the plant tissue and resist the
turgor pressure of cells. Cell walls are also a major component of dietary fiber and together
with turgor, contribute texture to the food. Thus the structure of an organ arises from con-
tributions from the molecular organization of the cell walls, the size and arrangement of
cells in a tissue to fit the overall biological purpose, and development of an organ (Waldron
et al., 1997b). Control of the cell wall is poorly understood but the concept of a 
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continuum involving the nucleus, the cytoskeleton, wall-associated proteins, and other
components is favored (Wyatt and Carpita, 1993; Baskin, 2001).

10.3 Biological Deterioration and Control

Fruit undergo complex changes during development in response to their inherent genetic
composition controlling production of growth regulators, such as ethylene, enzymes
together with environmental influences. Changes include loss of chlorophyll, formation of
colored pigments, tissue softening, and changes in composition. “Fully ripe” is thus a point
in development at which time the fruit is considered to be suitable for eating. At some
point in development, senescence begins and the fruit abscises from the plant in readiness
for release of seeds.

Climacteric fruit show a peak in respiration and a burst in ethylene with ripening. In
contrast, non-climacteric fruit continue to respire at the same rate and ethylene production
does not increase. Tomato (a climacteric fruit) (Giovannoni, 2004) and strawberry (non-
climacteric fruit) (Manning, 1998) have both been used extensively to study ripening but
the genetic determinants of climacteric and non-climacteric are not well understood 
and closely-related species, such as melon, may be climacteric or non-climacteric 
(Giovannoni, 2004).

Consideration of biology is also helpful in managing other non-fruit crops. Leafy veg-
etables and root vegetables have different biological purposes and therefore different care
in handling and storage is required compared with that of fruit. However, leafy vegetables
are highly perishable as their biological purpose is rapid vegetative growth and photo-
synthesis. In any fully hydrated tissue the vacuole is enlarged and the cytoplasmic con-
tents, held by membrane, are pushed against the cell wall. When vegetables are harvested
they are cut off from their water supply and are susceptible to dehydration and often wilt,
which may be exacerbated by increased respiration and transpiration as a result of wound-
ing stress. Most of the cell’s water is held in large vacuoles together with sugars, pigments,
acids, vitamins, and minerals.

Cooking and freezing damage the membranes and cell walls of cells causing a loss of cel-
lular integrity. Osmotic pressure cannot be maintained and tissues become soft and wilted.
Vegetables, such as cauliflower and broccoli, are flowering stems and require strategies to
prevent full development of the flower, which would lead to a decline in consumer accept-
ance and loss of crop value. Precise timing of harvest as well as treatments, such as cool
temperature storage are required to prevent the flowers maturing.

Softening of the tissues also characterizes ripening. The most worrying aspects of fruit
becoming softer is their increased susceptibility to physical damage from handling, path-
ogenic invasion, and crush injury from inappropriate packaging and storage, all of which
shorten shelf life. Softening is also due in part to changes in cell turgor associated with
changes in solute concentration and metabolism of starch (Tucker, 1993).
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Softening represents considerable changes in the chemistry of the components as well
as the molecular architecture of the plant cell walls. Polysaccharides that are affected the
most are the pectic polysaccharides and to some extent xyloglucans. Most fruits and veg-
etables have a cell wall polysaccharide composition that at first seems broadly similar.
These fruits and vegetables have compositions, which contain cellulose together with
pectic polysaccharides and xyloglucans as their major polysaccharides. Examples in this
group include most of the plant foods we eat (e.g., potatoes, taro, beans, peaches, mangoes,
melons, apples).

Pineapple fruit is an exception to the above as the cell walls do not contain large amounts
of pectic polysaccharides, rather these walls contain mainly cellulose, heteroxylans, and
xyloglucans as well as large amounts of ferulic acid ester-linked to heteroxylans (Smith
and Harris, 1995; 2001). Vegetables that contain large amounts of wall-bound ferulic acid
include spinach (Fry, 1982; Fry, 1983; Ishii and Tobita, 1993) and Chinese water chest-
nut (Parker and Waldron, 1995; Parr et al., 1996; Parker et al., 2003).

Mechanisms for changes among the polysaccharides have not been fully elucidated but
are complex and coordinated, reflecting the inherent differences in cell wall composition
among species as well as the rate and timing of softening, which also differs among species
from temperate and tropical origins (Cosgrove, 2000; Brummell and Harpster, 2001;
Alexander and Grierson, 2002; Ali et al., 2004; Giovannoni, 2004). However, such is the
complexity of the pectic polysaccharides and their interactions with other polymers that a
full understanding is ongoing (Knox and Seymour, 2002; Voragen et al., 2003) together
with that of the complex compositional changes that occur during development, ripening,
and storage (Wakabayashi, 2000; Ratnayake et al., 2003) and as a result of enzymic action
(Knox and Seymour, 2002; Voragen et al., 2003).

The activities of the various enzymes and components that result in fruit softening seem
to have most affect at the region of the middle lamella causing cell separation (Redgwell
et al., 1997a) and swelling of the wall (Redgwell et al., 1997b). However, dissolution of
the middle lamella may be limited in regions of the wall that are rich in calcium (Roy 
et al., 1992).

Cooking softens tissues and causes solubilisation of pectic polysaccharides from the cell
walls (Ng and Waldron, 1997; Quach et al., 2001). In tissues which contain starch, for
example, potatoes, further pressure is placed on walls from swelling of the starch gran-
ules during gelatinization (Binner et al., 2000). The incorporation of a pre-cooking step
at temperatures below 100°C during processing may also activate pectin methyl esterases
and cause a reduction in the extent of methyl esterification, allowing calcium complexes
of galacturonans to form instead (Jarvis et al., 2003). Further, specific cultivars may be
more or less susceptible to cell separations, depending on their composition and process-
ing conditions (Jarvis et al., 2003).

Mealiness is a textural attribute and associated with cell separation. Processing fruits
with mealy flesh causes problems when crushing fruit for juicing, as the cells are difficult
to disrupt and contents are not released. Chilling injury can also disrupt normal ripening
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patterns and cell wall changes, resulting in mealiness of the fruit, for example, peaches
(Brummell et al., 2004).

Other components which appear to have a role in softening include the expansins, which
are a group of proteins that cause changes in extensibility of plant cell walls (McQueen-
Mason et al., 1992; Li et al., 2003; Kende et al., 2004), including softening of tomato
fruits (Brummell and Harpster, 2001; Kalamaki et al., 2003). Ethylene also appears to 
have a role in modulation of cell wall changes during ripening (Alexander and Grierson,
2002).

Ethylene production is complex and involves several pathways under the regulation of
several genes (Giovannoni, 2001, 2004) but the plant must also be capable of responding
to its influence (Lelievre et al., 1997). The biosynthesis of ethylene in fruit results from
the metabolism of methionine through a series of rate limiting steps encoded by multi-
gene families, including the conversion of S-adenosyl-l-methionine to 1-aminocyclo-
propane—1-carboxylic acid (1-ACC) via ACC synthase (ACS), followed by metabolism
of 1-ACC to ethylene by ACC oxidase (ACO) (Kende, 1993). Ripening in tomatoes has
been examined and ethylene synthesis or a defect in synthesis does seem to be a factor
(Perin et al., 2002).

Fruit also respond to endogenous ethylene and exogenous (applied) ethylene. Wound-
ing increases the rate of endogenous ethylene production and respiration. Wounding
caused by harvesting can result in a rapid increase in respiration rate and concomitant
increase in ethylene. Ethylene seems to be involved in normal responses in tissues of both
climacteric and non-climacteric fruit in a highly complex manner and a number of genes
have been identified as being important in this control (Alexander and Grierson, 2002).

10.4 Methods for Minimizing Deterioration

10.4.1 Physical methods of reducing deterioration

The amount of time in which crops are at the peak of their quality is often short. This
means that the time of harvest must be carefully controlled to obtain highest-quality prod-
ucts. Unfortunately, the time of harvest and subsequent quality of product is influenced by
factors, such as rainfall and temperature, availability of harvesting equipment and labor
force, factory scheduling, and withholding periods associated with spray regimes. Season
to season variations, which affect crop maturation, may be compounding factors.

Harvested vegetables are highly perishable and need careful handling and storage con-
ditions to maintain quality. Quality can be lost quickly due to wilting from loss of water
by evapotranspiration and excision of the plant parts from the roots. Stress on the crop
associated with wounding from harvest can cause evolution of heat due to an increase in
respiration. This can result in extensive heat damage and increased spoilage from microor-
ganisms. Cooling of the crop immediately after harvest can delay deterioration by lower-
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ing the respiration rate. However, cooling conditions have to be precisely controlled as
this in itself can cause damage, especially to membranes of cells, resulting in chilling
injury responses.

There may also be a loss of sweetness due to metabolism of sugars, conversion of sugar
to starch, and formation of fibrous tissue. Some vegetables have undergone rapid growth
just before harvest. These are highly perishable and have a limited shelf life (e.g., aspara-
gus, cauliflower, broccoli, lettuce). Fruits often undergo rapid respiration and metabolism
limiting their shelf life (e.g., capsicums, tomatoes, cucumbers, squash). Storage organs
often go through dormancy but may start to metabolize starch and form shoots during
storage, thus limiting the storage life (e.g. onions, carrots, potatoes, beetroot).

Careless handling of harvested material can result in wounding and it introduces
pathogens and causes post-harvest decay. Leaves, stems, and flowers are rapidly growing
organs and are often not well protected by a cuticle or thick epidermal layers as found in
fruits. Therefore there is little protection against water loss and fungal infection. The
decline quality induced by harvesting procedures can be mitigated through attention to
post harvest conditions. Lowering the temperature of the storage room and being able to
transfer crops as rapidly as possible to such storage is important and will help to delay
death. Moreover, the closer the cool storage facilities are to point of harvest the better.

Cool storage will also help reduce water loss due to a reduction in evaporation and tran-
spiration but control of relative humidity is also necessary. A moist atmosphere close to
the surface helps reduce evaporation but care must be taken to prevent condensation of
moisture on, to the plant material, which would encourage microbial growth. In conjunc-
tion with lowering of temperature and maintaining a relatively high humidity, it may be
desirable to modify and control the atmosphere by reducing the oxygen and increasing the
carbon dioxide to predetermined levels specific for the crop. It is critical that precise con-
ditions are developed and maintained for each crop, to minimize losses from inappropri-
ate conditions.

A number of injuries and biochemical changes can result from inappropriate storage
conditions of both temperature and gases and in fruit may not be detected until the fruit
is cut open. Some treatments can help, such as diphenylamine to prevent superficial scald
in apples caused by oxidation products of α-farnesene (Rowan et al., 2001).

Mechanical injury from picking (fingernails), dropping into bags and bins (bruises),
abrasions from poorly maintained bins, and compression injuries from overloading bins,
should be minimized. Injuries allow pathogen invasions especially fungi, and fungi grow
well in confined spaces where humidity is high.

Many fruit can be stored at temperatures just above the temperature at which the tissues
will freeze. The freezing point is dependent on the soluble solids (mainly sugar) content.
The higher the solids content the lower the freezing point. However, most fruit will freeze
at or below −1°C. For practical purposes storage temperatures are usually above zero.
Storage temperature is defined by research for each variety of fruit. Storage below the
optimum for a species or cultivar will cause chill injury. Chill injury is often not visible
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from the exterior of the fruit. Tropical fruit must be kept at much higher temperatures to
prevent chill injury, for example, bananas at 14°C (Robinson, 1996).

Storage life can be increased by changing the atmosphere of the store from the normal
atmosphere of 79% nitrogen, 21% oxygen, and 0.03% carbon dioxide to predetermined
concentrations in which the level of oxygen is reduced and carbon dioxide is increased.
This is known as controlled atmosphere storage and must be carefully determined for each
species and cultivar. This technique also involves lowering the temperature of the storage
room together with high relative humidity.

10.4.2 Methods for preserving fresh fruit and vegetables

10.4.2.1 Modified atmosphere

Modified atmosphere involves changing the normal mix of oxygen/nitrogen/carbon
dioxide found in air to something else. This usually means a reduction in oxygen to less
than 5% and increase in carbon dioxide, as determined by research for a product, together
with low temperature storage. The objective of modified atmosphere is to slow the rate of
respiration in the tissues and thereby slow the metabolic rate and slow down the degrada-
tive processes. This involves some sort of packaging, either a film coat, sealable bag, or
an edible coating (Perera and Baldwin, 2000). Back flushing of bags may be useful for
extending the shelf life of minimally processed fruits and vegetables due to the short han-
dling period. The atmosphere may slowly change during storage due to continued respi-
ration and permeability of packaging. Edible coatings can provide a barrier to pathogens,
reduce moisture loss, act as a carrier for antioxidants, and create a modified atmosphere
around a product.

10.4.2.2 Disinfestation treatments

Microorganisms can easily be transferred into a processing unit from contaminated raw
products. If there is no sterilization step from heat, then live organisms may be present in
any fresh-cut foods.

Fresh-cuts are generally rinsed in 50–200ppm chlorine solution but the wash does not
eliminate all microorganisms (Torriani and Massa, 1994; Watada et al., 1996). The advan-
tage of chlorine is that it is cheap but the chlorine concentration must be monitored to
ensure efficacy.

Hydrogen peroxide and hydrogen peroxide vapor have been considered as sterilizing
agents for raw material and packaging (Sapers and Simmons, 1998; Sapers et al., 1999,
2000; Ukuku et al., 2004) or in combination with other treatments such as nisin (Ukuku
et al., 2005) but bacteria often form a close association with the surface of the produce
and are difficult to destroy (Sapers et al., 2003).
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Mild heat treatment can be considered but this may affect the respiration rate and sub-
sequently accelerate degradation or cause formation of phenolic components. However,
changes in mango composition were shown to be associated with subsequent low tem-
perature storage rather than the heat treatment (Talcott et al., 2005).

Ultraviolet light is sometimes used as an alternative to chemical treatments to reduce
microbial load on fresh-cut pieces. Respiration rate and lipase activity may be reduced,
leading to an overall improvement in shelf life. However, the treatment may induce
unwanted reactions as well, including stimulation of plant defence mechanisms
(Lamikanra et al., 2005).

Irradiation may be useful for pest control, but the cost of plant set-up and regulatory
aspects of respective countries may limit its use. Other treatments that may prove to be
useful in the future involve the use of antimicrobial components already found in some
plant materials. For example, carrot has been shown to have some anti-listerial capacity
(Babic et al., 1994). However, identification of the efficacious compounds has proved 
difficult.

Combining methods to enhance preservation and minimize infection may be desirable
in some instances and UV light is one technique that could be considered. However,
changes in endogenous compounds of the plant material may occur together with lower-
ing of microbial load (Lamikanra et al., 2005).

10.5 General Methods of Fruit and Vegetable Preservation

10.5.1 Storage of fresh produce

In most developed countries, extension of shelf life of fresh produce is carried 
out to overcome the seasonal nature of most fruits, by controlled atmosphere and 
modified atmosphere-packaging techniques. However, some fruits and vegetables do not
store well for long periods of time under these conditions. Therefore, the most common
methods of processing of some of these products are drying, freezing, pickling, fermen-
tation, juicing, preserves, canning, and many other preservation techniques, including
minimal processing. These processes will be discussed in greater detail in the ensuing 
sections.

10.5.2 Preservation by manipulation of water activity

This is probably one of the oldest methods of processing of horticultural crops. 
Most of the grains, legumes, and oil-seeds are processed by this method, in which the
water is removed from the product to almost equilibrium moisture content, when the pro-
ducts seem to have the longest shelf life. At low water activity levels of below 0.65, all
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microbiological and most of chemical and oxidative deterioration reactions will be inhib-
ited, giving the dehydrated products their stability (Rahman and Labuza 1999).

10.5.3 Chemical preservation

Most of the deteriorative reactions in food are brought about by microbiological, chem-
ical, and oxidative reactions. Chemicals added to food that prevent or retard the deterio-
ration of the food are known as preservatives. Chemical preservatives, such as those acting
on microorganisms to inhibit their growth or reduce their numbers and those acting as
anti-oxidants to reduce oxidative degradation, act as good preservatives to extend the shelf
life of horticultural products. The most commonly used chemical preservatives are sulfur
dioxide or sulfites, and some organic acids such as benzoic acid, sorbic acid and their salts,
and p-hydroxybenzoic acid esters, known as parabens.

10.5.3.1 Sulfur dioxide

Sulfur dioxide is a gas and is not convenient to handle in most food applications (Gould
and Russell, 2003). However, the most commonly used form in food preservation is as
sulfite, mainly as sodium or potassium metabisulfite (Na2S2O5). Other useful SO2 gener-
ating compounds are sodium sulfite (Na2SO3) and sodium hydrogen sulfite (NaHSO3). SO2

is a powerful antioxidant and readily undergoes oxidation, thereby protecting other impor-
tant chemicals such as vitamin C (ascorbic acid), vitamin A, and pro-vitamin A in food
from undergoing oxidation. However, the water-soluble vitamin thiamine is totally
destroyed by sulfites. Dried fruits may contain a maximum of 2,000 ppm SO2. The most
effective pH range for SO2 is 2.5–5.0. Sulfur dioxide has the added advantage of acting
as an anti-browning agent in both enzymatic and non-enzymatic reactions. It is also active
against insect pests such as weevils.

10.5.3.2 Benzoates

Benzoate was first used as a food preservative in the 1900s. Solubility of benzoic acid
is only 2.9g/L of water at 20°C. However, the salt, sodium, and potassium benzoates 
have a solubility of 556/L of water at 20°C. It occurs naturally in cranberries, prunes,
plums, cinnamon, and cloves. Many microorganisms may acquire resistance to benzoate,
for example, Saccharomyces bailii. It has a pKa of 4.19 and its normal use level in 
food is at 0.1% or less. The most effective pH range is 2.5–4.5 (Stratford and Eklund,
2003).
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10.5.3.3 Sorbates

Sorbates were isolated from rowanberries and first used in foods in the 1940s (Larsen
et al., 2003). Sorbate has a pKa value of 4.75. The solubility of sorbic acid is 0.16g/
100ml at 20°C. However, potassium sorbate has a solubility of 58.20g/100ml at 20°C.
Sorbate is used primarily to control yeasts and molds at concentrations of 0.05–0.3%. They
are most effective at a pH range of 3.0–4.5.

10.5.3.4 Parabens

Parabens were first used in foods in the 1920s. They include a group of methyl, ethyl,
and propyl, esters of p-hydroxybenzoic acid (Larsen et al., 2003). Solubility of methyl
ester is 0.25g/100ml water at 25°C, while ethyl ester is 0.11g/100ml water at 25°C, and
propyl ester is 0.05g/100ml water at 25°C. They are effective at pH values between 3 and
9 and are considered GRAS at levels of 0.1%. They are normally used in combinations of
methyl and propyl esters in the ratio of 2 :1. Disadvantages are high cost and a numbing
sensation in the mouth.

10.5.4 Preservation by acidification

Preservation can also be brought about by fermentation whereby lactic acid produced
by the fermenting bacteria (usually lactic acid bacteria), would inhibit the growth of other
microorganisms, leading to preservation. Sauerkraut, “kimchi,” and pickled gherkins are
some of the examples of lactic acid fermented products.

By definition, sauerkraut is “acidic cabbage.” It is the result of a natural fermentation
by bacteria indigenous to cabbage in the presence of 2–3% salt. The fermentation yields
lactic acid as the major product. This lactic acid, along with other minor products of fer-
mentation, gives sauerkraut its characteristic flavor and texture. Kimchi, the Korean fer-
mented cabbage has a number of other vegetables and condiments such as chili powder
to give it a characteristic flavor, but it is basically sauerkraut.

In the production of sauerkraut, mature cabbage heads are washed and shredded
(Dauthy, 1995). The salt is mixed with the shredded cabbage to a final concentration of
about 2.5%. The salted cabbage is then tightly packed into a jar or crock. The cabbage is
protected from air (oxygen) in a manner that will permit gases produced during the fer-
mentation to escape. A temperature of about 21°C is preferred for the fermentation. The
fermentation is complete within about 2–3 weeks.

The salting of the cabbage serves two major purposes. First, it causes an osmotic 
imbalance, which results in the release of water and nutrients from the cabbage leaves.
The fluid expelled is an excellent growth medium for the microorganisms involved in the
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fermentation as it is rich in sugar and growth factors. Second, the salt concentration used
inhibits the growth of many spoilage organisms and pathogens but does not, obviously,
inhibit the desired floral succession. Even distribution of the salt is critical. Pockets of high
or low salt would result in spoilage and/or lack of the desired fermentation. Throughout the
fermentation, it is critical that oxygen be excluded. The presence of oxygen would permit
the growth of some spoilage organisms, particularly the acid-loving molds and yeasts.

As no starter cultures are added to the system, this is referred to as a wild fermentation
(John, 1998). The normal flora of the cabbage leaves is relied upon to include the organ-
isms responsible for a desirable fermentation, one that will enhance preservation and
organoleptic acceptability. The floral succession is governed mainly by the pH of the growth
medium. Initially, coliforms start the fermentation. Coliforms, which have contributed to
lab-made sauerkraut include, Klebsiella pneumoniae, K. oxytoca, and Enterobacter cloacae.
As acid is produced, an environment more favorable for Leuconostoc is quickly formed.
The coliform population declines as the population of a strain of Leuconostoc builds. As
Leuconostoc is a heterofermentative lactic acid bacterium, much gas (carbon dioxide)
accompanies the acid production during this stage. The pH continues to drop, and a strain
of Lactobacillus succeeds the Leuconostoc. Occasionally, a strain of Pediococcus arises
instead of Lactobacillus. The complete fermentation then involves a succession of three
major groups or genera of bacteria, a succession governed by the decreasing pH.

Pickling is an age-old process of preservation of fruits and vegetables. The vegetables,
especially cucumber (gherkin) are brined and allowed to ferment over a long period of
time before they are prepared for retail (Raab, 2000).

In the preservation of cucumbers for brining, the fermentable sugars preferably should
be utilized primarily by homo-fermentative lactic acid bacteria with the exclusion of
microorganisms, which cause quality defects in the product. However, in practice, the het-
erogeneous microbial activity leads to a wide variation of product quality due to spoilage
and deterioration of the brined stock.

Quality defects of brined cucumbers are:

• Bloaters (formation of internal cavities due to excessive gas formation);
• Flat, shrivelled and distorted stock (due to gas pressure);
• Loss of texture and firmness;
• External and internal bleaching and off-color; and
• Unclean or offensive odor and taste.

The brining treatments, environmental conditions, and initial microbial population are
primary factors that will affect the microbial activity. Brining is usually done in wooden
tanks or barrels. The raw material should be thoroughly washed in chlorinated water in
washing tanks with the help of scrubbers or brushes to remove surface soil, dirt, and other
foreign matter. This step also helps to reduce the initial microbial load of the product.
More recently “Aqua Plus,” a food approved sanitizing agent, has been used (Han et al.,
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2000). The active ingredient of Aqua Plus is chlorine dioxide, which is a powerful oxi-
dizing agent, but does not have the same adverse effects of chlorine (chlorine can form
chloramines with organic matter, some known to be carcinogenic) normally used as 
sanitizers for washing/cleaning purposes.

The washed cucumbers are immersed in a brine solution of a suitable concentration.
The salt level in the brine should be checked from time to time as it may be diluted by
the moisture content of the cucumbers due to osmosis. Usually 20–30° Salometer range
(5–8% NaCl content) is used for brining. A Salometer reading of 100° corresponds to a
salt concentration of 26.4% at 15.5°C. During brining lactic acid fermentation will occur,
giving rise to increase in titratable acidity and consequent decrease in pH. It has been
found that low brine content will produce high lactic acid content.

Microorganisms that cause fermentation come chiefly from the cucumbers and any
adhering soil particles. They consist of various groups of bacteria, yeasts, and moulds.
Their numbers and proportions can vary, depending on the washing techniques as well as
storage and handling practices used. In general, the bacterial groups found in pickle brines
would include, aerobe, anaerobes, coliforms, and acid formers.

At low salt concentrations, coliform bacteria will become established, however, at high
salt concentrations the halophilic species of the genus Aerobacter may actively become
established, especially if the lactic acid bacteria have not been established by then.
Although lactic acid bacteria are initially present in low numbers, after initial coliforma
fermentation, sets the stage for the lactic acid bacteria to grow. The most common lactic
acid bacteria found in cucumber fermentation are Lactobacillus plantarum and Pediococ-
cus cerevisiae.

The two groups of yeasts active in natural cucumber fermentation are the sub-surface
type and the film types found on the surface. The sub-surface fermentative yeasts will
utilize sugars from within the cucumber and produce CO2 gas, leading to a serious defect
called “bloaters.” They form hollow centers in cucumbers and float to the surface. The
principle species of sub-surface yeasts are:

• Brettanomyces versatilis;
• Hansenula subpelliculosa; and
• Torulopsis caroliniana.

However, other hand film-forming yeasts oxidize the lactic acid causing a rise in the
pH, and also may support the growth of moulds. The principle surface growing yeasts are

• Debromyces membranaefaciens;
• Zygosaccharomyces halomembranis.

Mould contamination of pickles during brining would lead to softening of the pickled
cucumbers due the activity of pectinase and cellulase enzymes. Thus, if this defect is to
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be controlled the action of these enzymes should be controlled. This can be done by the
use of certain plant extracts. One of the most effective inhibitors of these two groups of
enzymes is an extract obtained from noxious weed crop Sericea lespedeza.

Usually a small amount of lime (CaO) is added to the brine to improve the firmness of
the finished products. The chemical reactions taking place in the firming of the cucumber
tissue is due to the formation of calcium bridges between pectin molecules as shown in
Figure 10.1.

Vinegar pickles are another form of products preserved by acidification, where usually
vinegar is used as the preserving agent.

10.5.5 Preservation with sugar

Fruit and vegetable candy, jams, jellies, and preserves are another category of products
where sugar is used as a preservative agent. The products are usually cooked with sugar
to a high brix value to bring about the preservative action of sugar. In jams, jellies, and
preserves, sugar is present at over 65% as a concentrated solution, which prevents micro-
bial growth due to removal of water from microbial cells by osmosis.

10.5.6 Preservation by heat

Addition and removal of heat are useful methods of preservation of food. These include
blanching, pasteurization, and sterilization, where the products are heated to different
degrees to bring about preservation, or refrigeration and freezing, where heat is removed
from the product to different degrees to bring about preservation. These methods are com-

272 Food Processing Operating Systems and Machinery Design

O O O

O
O O

O

OO O

COO_ COO_ COO_

COO_
COO_ COO_

COO_

O
O O O

COO_

O

Ca++ Ca++ Ca++ Ca++

Figure 10.1 Formation of calcium bridges between pectate molecules and calcium ions.



monly used in large-scale processing of horticultural crops. Proteins found in microor-
ganisms are denatured during heating, which brings about the destruction of microorgan-
isms, resulting in the stability of the products. The denaturation of proteins, and thus the
destruction of the microorganisms are brought about to different degrees at different
degrees of heating. While some products require only pasteurization to destroy human
pathogens, others will require sterilization at very high temperatures (121°C) to destroy
more heat resistant bacteria, such as Clostridium botulinum.

However, removal of heat from food products by refrigeration brings about preserva-
tion by retarding the rate of growth of the microorganisms. Thus, refrigerated foods could
be stored for a relatively longer period of time than non-refrigerated foods left at room
temperature. In the case of freezing, the conversion of free moisture to ice depletes the
microorganisms of water required for their growth, and preservation of the food products
is for much longer periods of time compared to refrigerated food products.

10.5.7 Food irradiation

Food irradiation is a process whereby the food is briefly exposed to a radiant energy
source such as gamma rays or electron beams within a shielded facility. Irradiation is not
a substitute for proper food manufacturing and handling procedures, but the process, espe-
cially when used to treat meat and poultry products, can kill harmful bacteria, greatly
reducing potential hazards.

The Food and Drug Administration has approved irradiation of fresh fruits and vegeta-
bles as a phytosanitary treatment (Code of Federal Register, 2002). The agency determined
that the process is safe and effective in providing protection against fruit flies and the
mango seed weevil. Irradiation also reduces spoilage bacteria, insects, and parasites, and
in certain fruits and vegetables it inhibits sprouting and delays ripening. For example, irra-
diated strawberries stay unspoiled up to three weeks, versus three to five days for untreated
berries.

A dose of irradiation is the quantity of radiation energy absorbed by the food as it passes
through the radiation field during processing. Dose is generally measured in Grays (G) or
kiloGrays (kGy), where 1 Gray = 0.001kGy = 1 joule of energy absorbed per kilogram of
food irradiated. Dose can also be measured in Rads (100 Rads = 1 Gray).

Insect pests and some parasites (Cyclospora, Cryptosporidium, etc.) have a relatively
large amount of water and DNA in their cells, and so are easily killed by irradiation. 
D-values for gamma irradiation of 0.1kGy are typical. Thus, a dosage of 0.5kGy would
give a 5-log reduction. Bacteria (E. coli, Salmonella, Listeria, etc.) have smaller DNA
and so are more resistant to irradiation. D-values of 0.3–0.7kGy are typical, depending
on the bacterium. Thus, it would require 1.5–3.5kGy to achieve a 5-log reduction of 
bacteria. At this time, the maximum allowable dosage for treating fruits and vegetables is
1.0kGy.
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Different dosages are used to produce different effects in foods. Some of these include:

• Extension of shelf life of fresh fruits (0.5–1.5kGy);
• Delay of ripening (0.5–2.0kGy);
• Inhibition of sprouting (0.05–0.15kGy);
• Control of insects, parasites and micro-organisms (0.15–<1kGy); and
• Control of bacteria in fresh meat and poultry (1.5–4.5kGy).

Food irradiation is allowed in nearly 40 countries and is endorsed by the World Health
Organization, the American Medical Association, and many other organizations (Food
Irradiation Information website).

10.6 Some Important Methods of Processing of Fruits 
and Vegetables

10.6.1 Canning

Canning is an important method of preservation of food in general, and fruits and veg-
etables in particular, because of the extension of shelf life it lends to products. It involves
a heating process much more severe than blanching or pasteurization. The process is
designed to destroy all microorganisms, including their spores.

This process also requires an airtight container in which to store the product, which will
prevent the entry of microorganisms to re-contaminate the food. The product may be
processed inside a container such as in a can, pouch, or bottle, or packed in a sterile envi-
ronment immediately following processing.

Temperatures required for sterilization depend on the pH of the food. Since the aim in
food processing is to inactivate the most heat stable pathogen, Clostridium botulinum, and
they do not grow below a pH of 4.6, we can divide food into two main categories, namely
acid and low-acid foods.

Acid foods (any food having pH of less than 4.6) require only waterbath temperatures
(98–100°C) for sterilization. Since most fruits are acidic in nature and those with high pH
like papaya, banana, and persimmon, which generally have a pH of over 4.6, are acidified
with citric acid to bring the pH level below 4.6 before canning. Thus fruits that have a pH
below 4.6 or those acidified to pH below 4.6, require only a boiling water bath tempera-
ture for sterilization.

Low acid canned foods, which most vegetables belong to, are regulated by the Code of
Federal Register-21CFR113 (2001). These foods have a pH of greater than 4.6 and a water
activity of over 0.85. They require a temperature of at least 121°C for sterilization. Since
water boils at 100°C, this can only be achieved under pressure (steam pressure of 1 atmos-
phere or absolute pressure of 2 atmospheres). Generally vegetables, with the exception of
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rhubarb, have a high pH and they need to be sterilized at these high temperatures for com-
mercial sterilization. At such high temperatures, a number of chemical reactions may take
place, which affect the color, flavor, texture, and nutritional value of the food. Some of
these chemical reactions include:

• Caramalization of sugars;
• Maillard reaction between a reducing sugar and amino acids;
• Breakdown of carbohydrate polymers and proteins;
• Denaturation of proteins;
• Hydrolysis of esters; and
• Oxidation of ascorbic acid.

There are two methods of producing sterilized liquid food products:

(1) In-container process;
(2) Continuous flow method.

The in-container process involves filling the pre-heated product into bottles, cans or
pouches, hermetically sealing them and autoclaving at 121°C for a required length of time,
depending on the characteristics of the product (viscosity, particle size), size and shape of
the container. The product is cooled and stored in a cool dry place.

The continuous flow process involves sterilizing in a pressurized heat exchanger and
then filling aseptically into sterile containers and hermetically sealing them. Ultra High
Temperature (UHT) Treatment involves heating liquid foods to a very high temperature,
usually 135–145°C for a very short time, usually 2–3 seconds and then aseptically packing
into pre-sterilized containers and hermetically sealing them. Such products have several
months’ shelf life without refrigeration. The effect of time/temperature on the develop-
ment of chemical reactions and inactivation of microorganisms is shown by the graph in
Figure 10.2.

10: Processing Horticultural Crops, Perera and Smith 275

Temperature
Chemical reactions

Inactivation of microorganisms

Time

Figure 10.2 Time/temperature effect on chemical reactions and inactivation of microorganisms.



10.6.2 Dehydration

The produce used for drying are first washed, peeled, or trimmed as required and then
cut into appropriate sizes. Apples are usually peeled, cored, and cut into 1cm cubes or
approximately 2mm slices. They are then dipped in a solution of 1–2% metabisulphite for
a short period of time, drained, and then air dried or vacuum dried until a moisture content
of about 3–5% is reached. The dried products are cooled in a room maintained at low 
relative humidity and vacuum packed or packed in pouches and nitrogen-flushed to 
maintain long shelf life. Apple slices are usually vacuum dried and packed in nitrogen-
flushed laminated aluminium pouches and are used as snack products. Dried apple 
cubes and powders are used as industrial ingredients for further manufacture of bakery
products.

The maximum permitted level of sulfur dioxide in dried fruits in the United States and
the United Kingdom is 2,000ppm (Code of Federal Register, 1991). Dried fruits that
contain sulfur dioxide are apples, golden apricots, pears, peaches, mango, papaya, pineap-
ple, golden raisins, and crystallized ginger. Dried fruits that generally do not contain any
sulfur dioxide are blueberries, cranberries, currents, dates, black mission figs, prunes, and
black raisins.

Another method of dehydration is by frying. Usually fried products imbibe 30–40% of
the oil in which they are fried. Therefore vacuum frying is used as an effective method of
dehydration without the high levels of imbibed frying oil. The usual level of oil uptake in
vacuum frying is only about 5–8% of the total weight of the finished product. Apple,
banana, kiwifruit, and other fruits, as well as vegetables, have been successfully processed
and marketed in South and East Asia using this processing technology.

10.6.3 Freezing

Freezing is an important method of preservation of fruits and vegetables. Most vegeta-
bles and some berries are preserved by this method. Freezing vegetables is simple and
easy. Freezing costs more than canning or drying, but preserves more nutrients and a
fresher flavor if done properly. Freezing does not completely destroy bacteria, molds, and
yeasts but does retard their growth. Once food is thawed, microorganisms may continue
to grow. Many natural enzymes in vegetables cause flavor, color, texture, and nutritive
value changes. Therefore, most vegetables that undergo freezing are subjected to blanch-
ing treatment to inactivate the enzymes that cause some of these deteriorative changes. In
addition, blanching destroys the semipermeability of cell membranes, destroys cell turgor,
removes intercellular air, filling these spaces with water and establishes a continuous
aqueous phase, as a result of which ice crystallization could occur through the entire matrix
of food material without interruption during the freezing process (Rahman, 1999).

276 Food Processing Operating Systems and Machinery Design



10.6.4 Semi-processing

Semi-processing is a very valuable option for processing of horticultural crops at the
village level and is an important processing technique in developing countries. Semi-pro-
cessing of horticultural products stabilizes the product for a certain length of time, so that
it can be sent to large-scale manufacturers to produce a number of different end products.
Generally, fruits are inspected, washed, pulped, and sulfur dioxide (up to a maximum of
about 2,000ppm) is added as sodium or potassium metabisulfite to stablize the product
(Dauhty, 1995). They are filled into plastic lined drums or food-grade plastic drums, sealed,
and transported to central industrial sites for further manufacturing. The high sulfur
dioxide levels will usually be reduced to acceptable and permitted levels during the sub-
sequent processing. Adherence to Good Manufacturing Practices (GMP) and cleanliness
of personnel, premises, and utensils will greatly reduce the maximum preservative require-
ment to maintain products from spoilage.

In some less developed countries, semi processing offers great advantages to rural
farmers to add value to their crops that cannot be absorbed by the local markets due to
any seasonal production glut. The key factor is to supply the semi-processed products to
the downstream processor, who has an advantage in terms of price and convenience. Some
products that can be processed using this method are apple, tomato, orange, mandarin,
banana, mango, guava, etc.

10.6.5 Sugar preserved products

Sugar preserved products include jams, jellies, preserves, conserves, marmalades, fruit
butters, honeys, and syrups. They are fruit products that are jellied or thickened. All are
preserved by sugar. Their individual characteristics depend on the kind of fruit used and
the way it is prepared, the proportions of different ingredients in the mixture, and the
method of cooking.

Jellies are made by cooking fruit juice with sugar. However, some are made without
cooking using special uncooked jelly recipes. A good jelly is clear and firm enough to hold
its shape when taken out of the container. Jelly should have a flavorful, fresh, fruity taste.
Pectin in the fruit (or added pectin) plays a major role in the quality of jams and jellies.
Jelly quality depends on the amount of pectin present in the fruit, acidity, and sugar content
(Löfgren, 2000). One of the most important quality criteria for jellies is jelly strength. Gel-
strength is affected by the continuity of structure, which is dependent on the amount of
pectin used.

For jellies, pectin is used in the range from 0.5–1.5%, but about 1% of pectin is optimal.
Gel-strength is also dependent on the rigidity of the gel structure, which is dependent on
the amount of sugar and acid used. Sugar content of 64% gives a weak gel, while that at
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70% gives a crystallized structure. Therefore a sugar concentration of 67.5% is the optimal.
Similarly acidity of pH 2.5 results in very hard gels, while that over 3.7 results in a softer
gel. Therefore the optimum pH is about 3.2.

Jams are thick sweet spreads made by cooking crushed or chopped fruits with sugar.
Jams are generally less firm than jelly. Preserves are small, whole fruit or uniform size
pieces in clear, slightly gelled syrup. The fruit should be tender and plump.

Conserves are jam-like products that may be made with a combination of fruits. They
may also contain nuts or raisins.

Jam and marmalade are also made in drinks factories, and many processes follow com-
plicated paths. Marmalades are soft fruit jellies containing small pieces of fruit or peel
evenly suspended in the transparent jelly. They often contain citrus peel. A schematic flow
diagram for marmalade manufacture is shown in Figure 10.3.

Other fruit products that are preserved by sugar but not jellied include butters, honeys,
and syrups. Fruit butters are sweet spreads made by cooking fruit pulp with sugar to a
thick consistency. Spices are often added. Honeys and syrups are made by cooking fruit
juice or pulp with sugar to the consistency of honey or syrup.

10.6.6 Juice processing

Juice is one of the most commonly consumed processed horticultural products. 
It is the expressed liquid from fruits or vegetables. Fruit and vegetables consist of
parenchyma cells, which consist of vacuoles, and cytoplasm, and other cell components 
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Figure 10.3 Schematic flow diagram of a marmalade processing line.



surrounded by cell walls. Figure 10.4 is a schematic diagram of a cell of parenchyma plant
tissue.

The vacuoles contain all the water-soluble components and their precursors 
such as sugars, acids, salts, etc. The vacuole is enclosed in a semi-permeable 
membrane system consisting of lipoproteins that allows transport of only the water 
molecules. This is how osmotic pressure is created, which presses the membranes 
against the cytoplasm and cell wall giving turgor pressure (indicated by firmness and
freshness).

The cell walls are also permeable. They are rigid structures consisting of pectin, cellu-
lose, and hemicellulose. Pectin is the main constituent of middle lamella, which glues the
cells together. Enzymes are located in mitochondria found in the cytoplasm.

Juice is really the cell sap, which can only be obtained by destroying the membrane.
This can be done by any one of the following ways:

• Mechanical cell disruption;
• Exposing the vacuoles when the restraining cell walls are enzymatically

removed; or
• Denaturing the membranes in diffusion processes with hot water or alcohol.
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Figure 10.4 Schematic diagram of a parenchyma cell and some of its components.



10.6.6.1 Mechanical pressing

The traditional way of making fruit juice is by pressing. It is essentially a process of
cell disruption with mechanical separation. Different techniques are used for clear and
cloudy juices. Cell disruption means that the compartmentalization of the tissue is
destroyed.

As a consequence of cell disruption, many chemical, biochemical, and physical changes
may occur. Pectin is important in juicing, because a fraction of the pectin is found in the
soluble form in the cell wall. It becomes dissolved in the liquid phase during grinding and
pressing.

The pectin in the juice can cause the following changes:

• increased viscosity
• stabilization of cloud particles
• gelling of concentrates
• formation of flocks during storage

Therefore, clarification treatments include enzymatic degradation of pectin using com-
mercial fungal enzymes with strong pectolytic activity.

Pectin is mostly a chain of α-(1→4)-linked galacturonic acids, part of which is esteri-
fied with methanol. The points of attack of the pectolytic activities are illustrated on the
galactouronan part of a pectin molecule are shown in Figure 10.5.
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Figure 10.5 Schematic diagram of a pectin molecule and the points of attack by pectinase
enzymes (Pilnick and Voragen 1989).



Pectin lyases depolymerizes highly esterified pectin by splitting glycosidic linkages next
to methylesterified carboxyl groups through a β-elimination process. Another depolymer-
ization pathway is by the combination of pectin esterase (PE), also known as pectin
methylesterase (PME) and polygalacturonase (PG). PE or PME splits off methanol from
highly esterified pectin, transforming it into low ester pectin, which is hydrolyzed by PG
attacking glycosidic linkages next to a free carboxyl group. PE and PG are also found as
naturally occurring endogenous enzymes in fruits and vegetables (Pilnick and Voragen
1989). Pectate Lyase (PAL) also attacks glycosidic links next to a free carboxyl group, so
that PE also prepares a substrate for this enzyme. PAL is a bacterial enzyme and is not
found in fruits and vegetables or enzyme extracts from fungal preparations. It has a high
pH optimum and is unsuitable for fruit processing.

10.6.6.2 Clarification of juice

For clarification of juice, only the pectolytic activities are necessary. Raw pressed juice
is a viscous liquid with a persistent cloud of cell wall fragments and complexes of such
fragments with cytoplasmic protein.

Addition of pectinase lowers the viscosity and causes the cloud particles to aggregate
(Figure 10.6) and sediment, and can be easily centrifuged off.
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Figure 10.6 Sedimentation due to aggregation of partially hydrolyzed pectin molecules to form
large molecules (adapted from Yamasaki et al. 1964).



This mechanism was first proposed by Yamasaki et al. (1964). The cloud particles have
a protein nucleus with a positive surface charge, coated by negatively charged pectin mol-
ecules. Partial degradation of these pectin molecules by PG enzymes results in the aggre-
gation of oppositely charged particles.

The reduction in viscosity of raw juice is also brought about by the action of pectinase
enzymes (PG and PE). This same effect is also brought about by pectin lyase (PL), which
is found in small amounts in commercial enzyme preparations.

Enzyme clarified juices is filtered and often treated with fining agents such as:

• Gelatin, and polyvinylpolypyrrolidone (PVPP) to bind to phenolics to prevent
haze formation and to reduce astringency; and

• Then treated with bentonite (montmorrilonite, a volcanic clay) or silica sol
(colloidal solution of silicic acid and silicon dioxide) to bind excess protein
(gelatin and enzymes).

Pectin degradation is also important in the manufacture of high Brix concentrates to
avoid gelling and the development of haze. Clarification also includes starch degradation
by amylase in cases where starch is present and has had the chance to gelatinize. Ultra-
filtration is increasingly used instead of fining with chemicals. Some low-molecular com-
pounds pass through the membrane and are able to polymerize in the course of time in
the acidic medium of the juice. This may lead to haze formation. Treatment with PVPP is
therefore recommended.

New approaches to juice clarification include the use of fungal PPO to initiate oxida-
tion of phenolics before membrane filtration. Ultrafiltration allows continuous operation,
produces a sterile product, and saves enzymes by retaining them in the active form.

10.6.6.3 Pulp enzyming

Certain fruits do not press well after storage or if they are over-ripe for example apples,
plums, nectarines, etc. These fruit develop a mealy texture, which does not give rise to
good juice extraction. This is due to large fractions of pectin that have been solubilized,
so that the viscous juice adheres to the pulp. Use of pressing aids such as cellulose fibre
or rice hulls can improve this situation.

Pectolytic enzymes can also be used for juicing of soft fruits. Breakdown of pectin
releases thin free-flowing juice, so that at high pressures a thin juice can be extracted. Pre-
vention of the inactivation of added enzymes by polyphenols is an important aspect of the
process.

In the case of apples, endogenous PPO is encouraged to oxidize the phenols by aera-
tion and polymerization. The polymerized phenols are thus unable to combine with the
added enzymes. An alternative is to add PVPP to bind the phenols. Enzyme preparations
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that work well with juice clarification are also suitable for enzyme treatment of pulp. In
the case of apples, any combination of enzymes that depolymerize highly esterified pectin
can be successfully used. A better release of anthocyanins of fruits into the juice is also
achieved by cell wall destruction by pectinase enzymes. This is also a distinct advantage
in red-wine making.

10.6.6.4 Enzyme liquefaction

Fruits and vegetables can be transformed into juice by the use of liquefaction enzymes.
Combinations of pectinase and cellulase enzymes are generally referred to as liquefaction
enzymes.

Commercial preparations of cellulase obtained from Trichoderma species became avail-
able in the 1970s. Degradation of crystalline cellulose requires a particular set of enzymes.
With respect to hydrolysis, cellulases can be divided into endo- and exo-acting enzymes.
The presence of exo-b-glucanase (C1 cellulase or cellobiohydrolase) is typical of cellu-
lase preparations, which are able to degrade highly-ordered cellulose to form cellobiose.
Degradation of crystalline cellulose is believed to occur at the surface of the cellulose fibril
by endo-b-glucanase, followed by exo-b-glucanase. cellobiose, a competitive inhibitor of 
cellulases that is hydrolyzed by cellobiase to glucose. A combination of cellulase and 
pectinase act synergistically, shown by the dramatic decrease in viscosity of the product.
The low viscosity values reached correspond to complete liquefaction shown by the 
disappearance of cell walls under a microscope.

Enzyme-liquefied papaya and cucumber are almost clear, while apples and peaches are
somewhat cloudy and carrots are pulpy. Enzyme liquefied products can be clarified further
by the usual techniques of PVPP and bentonite treatments discussed earlier.

Enzyme liquefaction increases the soluble solids content in the juices. Thus high yields
of juice and soluble solids are obtained. Enzyme liquefaction is important in the manu-
facture of fruit and vegetable juices, which yield no juices on pressing, for example,
mango, guava, banana, durian, etc. No presses have been developed for extracting juices
from such products. Therefore there is good potential for using enzyme liquefaction 
techniques to manufacture juices from such tropical fruits.

Care has to be taken in selecting commercial enzymes used for enzyme liquefaction.
Most commercial enzymes have a number of side activities other than the major activi-
ties. Thus some of the fruity esters may be hydrolyzed and the finished product may give
rise to bland/reduced flavor intensities. The high degree of hydrolysis obtained in lique-
faction results in higher uronide content. This means an increase in titratable acidity and
hence enhances the acid taste. Free methanol from pectinesterase is also present from about
60–450mg/L of the juice.

The presence of these high levels of MeOH is of concern to consumers, as MeOH is
regarded as a poison. Juices extracted by the enzyme liquefaction process generally tend
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to have somewhat different composition, thus may not conform to standard juice specifi-
cations. Therefore, for juice such as orange, apple, pineapple, etc, where standards exist,
liquefaction process cannot be used.

10.6.6.5 Diffusion treatment

The traditional processes of juice extraction involve the destruction (mechanical press-
ing) or dissolution of the cell wall (enzyme treatment) or a combination of the two
processes. In the diffusion process, the cell walls and membranes are heat denatured to
make them permeable and allow diffusion of cell sap constituents from the vacuole 
into the extractant medium. It uses the counter current principle, in which hot water is
used as the medium of extraction.

Apple juices extracted by this process have similar characteristics to pressed juices, but
counter-current extracted juices tend to have a higher level of phenolics, which can be
removed by refining. They also contain a higher level of pectin, which can be broken down
by pectinase enzymes. A certain amount of dilution will happen because of the use of hot
water. Therefore the diffusion process is not suitable for freshly squeezed juices, but suit-
able for juices meant for concentration.

10.6.7 New trends—including minimal processing

10.6.7.1 Minimal processing

Changes in consumer lifestyles have lead to an increased desire for ready-to-eat or
ready-to-use products. Therefore, interest in a new area of food preservation is being 
promoted, that is, minimally or lightly processed products. Other terms used to refer to
minimally processed products are lightly processed, partially processed, fresh pro-
cessed fresh-cut, and pre-prepared. Minimally processed products are important to the food
service industry such as restaurant and catering companies, as it offers many advantages
over traditional products, with respect to convenience, expense, labor, and hygiene.
Despite its popularity, the production of minimal processed products is limited due to rapid
deterioration and senescence (natural aging leading to death of the tissue). Hence mini-
mally processed foods are more perishable than their unprocessed raw materials (Bolin
and Huxsoll, 1989).

Minimal processing of fruits and vegetables generally involves washing, peeling,
slicing, or shredding before packaging and storage at low temperature. All these steps have
an effect on the nutrients, shelf life, and quality of the prepared product (McCarthy and
Mathews, 1994; Barry-Ryan and O’Beirne, 1999). Example of these products already on
the market include packaged shredded lettuce/cabbage/carrots, cut fruit and vegetable
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salads and peeled/sliced potatoes/carrots, broccoli and cauliflower florets, and many more
(Perera and Baldwin, 2001).

Minimal processing of raw fruits and vegetables has two purposes. First, it is important
to keep the product fresh, but convenient without losing its nutritional quality. Second, the
product should have a shelf life sufficient to make distribution feasible within the region
of consumption. The microbiological, sensory, and nutritional shelf life of minimally
processed vegetables or fruits should be at least 4–7 days, but preferably even longer.

Minimally processed foods are highly perishable because partial processing increases
perishability and shortens shelf life compared with that of the intact equivalent. The
process includes washing, shredding, dicing, trimming, pre-treatments, possibly low level
irradiation, handling and packaging, including modified atmosphere packaging and tem-
perature control, but lacks any real step that ensures complete sterilization and preserva-
tion as found with canning. Minimal processing requires a high level of hygiene and a
sanitization step, sharp knives, and an understanding of the post-harvest physiology of all
the species used. These foods are characterized by being living tissues, with the cut sur-
faces. As the external protection (skin) is lost, tissues which are not normally exposed to
the atmosphere are now exposed to air, microbes, and further handling damage.

Further, cell contents, especially soluble sugars, coat the tissues and provide nutrients
for the microbes. In response to wounding, there is active metabolism of tissues resulting
from an increased rate of respiration and ethylene production increase within minutes,
leading to increased rates of other biochemical reactions, such as browning, changes in
flavor and texture, and loss of vitamins. The more the tissue is cut the greater the wound
response.

Understanding the biological processes involved and manipulation of these processes
to slow down tissue death is central to prolonging shelf life. It is important to consider the
biological purpose of the intact product, its shelf life and how it responds to cutting in
order to derive systems or treatments that can slow down degradation. Cells adjacent to
those that have been damaged respond to the trauma of cutting by dying through endoge-
nously controlled tissue death. This results in loss of lipid structure, which results in loss
of membrane integrity as lipid bilayer breaks down. Free fatty acids can cause lysis of
organelles and binding to and inactivating proteins. Fatty acids can be broken down to
hydroperoxides by enzymic action. Hydroperoxides are unstable and cytotoxic and their
production can lead to the formation of free radicals and volatile end products, which are
responsible for food spoilage. Free radicals act randomly with other compounds through
hydrogen removal, causing chemical damage to proteins and lipids. This leads to leakage
of cell contents and wounding of adjacent cells.

Applications of chemical preservatives, such as sorbic, benzoic acids, or sulfites, might
be helpful in prolonging shelf life but are potentially harmful to humans. Safer additives,
such as citric and ascorbic alone, or in combination with other treatments and conditions,
have been shown to improve the shelf life of fresh-cuts (Buta and Abbott, 2000; Dong 
et al., 2000; Soliva-Fortuny et al., 2002, 2004).
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Fruits and vegetables are living organisms that continue to change after harvest. Plant
tissues incur damage during processing and in addition remain raw and living after pro-
cessing. The physiology of minimally processed fruits and vegetables is essentially the
physiology of wounded tissue. This type of processing, involving abrasion, peeling,
slicing, chopping, or shredding, differ from traditional thermal processing in that the tissue
remains viable (or “fresh”) during subsequently handling. Thus, the behavior of the tissue
is generally typical of that observed in plant tissues that have been wounded or exposed
to stress conditions (Brecht, 1995).

Within minutes of undergoing minimal processing of fresh produce, the rate of respi-
ration and ethylene production markedly increase (Brecht, 1995) and essentially a “wound
response” is initiated. Both respiration and ethylene production will result in shorter shelf
life of the product. The ethylene will accelerate ripening, as softening and senescence
(Philosoph-Hadas, 1991), which leads to membrane damage, while the respiration will use
up energy reserves. Other consequences of wounding are chemical and physical in nature,
such as oxidative browning reactions and lipid oxidation or enhanced water loss (Brecht,
1995).

Injury stresses caused by minimal processing result in mechanical rupture of tissues,
and cellular decompartmentation leading to delocalization and intermixing of enzymes and
substrates. One such enzyme system is the ascorbic acid oxidase, which oxidizes ascor-
bic acid to dehydroascorbic acid, which can then further degrade to other compounds
leading to browning. Thus nutritional quality such as vitamin C is lost (Abe and Watada,
1991). Therefore, wound-induced physiological and biochemical changes take place more
rapidly than in intact raw commodities, and microbial proliferation may be accelerated.

There is little information about the physiology and chemistry affecting minimal pro-
cessing of tropical fruit and vegetable products. Such information is vital for the exten-
sion of both the fresh and minimally processed products. Novel ethylene receptor
inhibitors such as 1-methylcyclopropene (1-MCP) that retard C2H4 biosynthesis have been
tested on temperate fruits to extent the shelf life (Perera et al., 2004; Tay and Perera, 2004;
Bai et al., 2005). 1-MCP is a cyclic olefin, analogous to the photo-decomposition product
of DACP (70) and to date, is the most useful compound among recently developed
inhibitors of ethylene response. 1-MCP is a gas at room temperature, has no obvious odor
at required concentration levels, and is non-toxic. It is relatively stable in dilute gas phase
for several months (Hopf et al., 1995), but is unstable in the liquid phase, polymerizing
even at low refrigerator temperatures (Sisler et al., 1996).

There are various detrimental effects of ethylene on fruits and vegetables. The C2H4 can
cause yellowing of green stem and leafy vegetables (Saltveit, 1999). Ethylene from either
endogenous production, or exogenous applications stimulates chlorophyll loss and the yel-
lowing of harvested broccoli florets (Tian et al., 1994). Russet spotting is a post harvest
disorder of lettuce in which small brown sunken lesions appear on the leaf. It is caused
by the exposure to hormonal levels of C2H4 at storage temperature of around 5°C (Ke and
Saltveit, 1988). The firmness of many ripening fruits and vegetables decreases with C2H4
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treatment. This is usually beneficial when associated with ripening (e.g., bananas, toma-
toes), but if applied for too long, ripening can progress into senescence and the flesh can
become too soft. The crisp texture of cucumbers and peppers is lost upon exposure to C2H4

(Saltveit, 1999).
Minimally processed products should be refrigerated (0–5°C) to prolong their quality

and safety (Watada et al., 1996). Removal of C2H4 from the storage environment of 
minimally processed fruits and vegetables can retard tissue softening (Abe and Watada,
1991). Desirable modified atmospheres can be predicted and created within and around
commodities by selecting appropriate packaging. Controlled atmospheres can reduce the
effects of C2H4 on fruit tissues and retard senescence, delay softening, and help to extend
the post harvest life (Agar, 1999). Edible coatings and films have been used successfully
with some commodities to provide useful barriers to moisture, O2 and CO2, while improv-
ing package recyclability (Perera and Baldwin, 2001).

Research has demonstrated that an increase in microbial populations on minimally
processed product will have an adverse impact on shelf life (Hurst, 1995). The higher the
initial microbial load, the shorter the storage life (Perera and Kiang, 2003). While psy-
chrotropic gram-negative rods are the predominant microorganisms on minimally
processed products, the primary spoilage organism on pre-packaged salads appears to be
the fluorescent pectinolytic pseudomonads (Nguyen-the and Prunier, 1989). Washing of
fresh fruits and vegetables before cutting is important to control microbial loads that
include mesophilic microflora, lactic acid bacteria, coliform, fecal coliforms, yeasts,
molds, and pectinolytic microflora (Perera and Baldwin, 2001). Minimally processed prod-
ucts are generally rinsed in 50–200ppm chlorine or 5ppm of chlorine dioxide, which may
also aid in reducing the browning reactions (Perera and Baldwin, 2001). However, product
safety, not shelf life is the critical sanitation issue in minimally processed fruits and 
vegetables (Hurst, 1995).

10.7 Quality Control/Assurance

The fruit and vegetable processing industry knows what a good-quality food produc-
tion is. However, the small-scale processors often do little to maintain standards unless
motivated by economics, regulations, and adverse publicity, because of:

• Lack of effective management;
• Lack of apparent increased profits;
• High cost of quality control programs; and
• Lack of knowledge of effective control programs.

Quality Assurance oversees and evaluates quality control, wholesomeness, and integrity.
It involves:
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• Review of quality control sampling procedures;
• Development of recall protocols;
• Development of management reporting systems;
• Implementation of HACCP and food safety programs;
• Helping to develop QC methods; and
• Development and improvement of laboratory methodologies.

Benefits of Good Quality Programs are:

• Increased yields/productivity;
• Reduced distribution costs;
• Reduced cost of consumer relations and services;
• More effective sales;
• Reduced recall costs;
• Decreased operating costs;
• Decreased marketing costs;
• Worker pride;
• Job security; and
• Profits.

Quality control involves:

• Conforming to product Standards and Specifications, such as physical 
attributes, chemical characteristics organoleptic attributes, and microbiol-
ogical levels;

• Issuing and monitoring manufacturing procedures, such as preprocessing
handling conditions, processing parameters, packaging materials, weight
control, and labelling;

• Sample collection and testing;
• Record-keeping and reporting;
• Inspection, including sanitation and good manufacturing practices, compli-

ance with regulations, safety of product as well as workplace, environmen-
tal control, and energy conservation; and

• Handling of consumer complaints.

A company’s objective should be to make a profit. Its objective in manufacturing 
a product is to satisfy consumer needs and expectations. Consumer complaints fall into
many different categories. They may be concerned with the flavor, odor, color, texture,
appearance, net volume or weight, deterioration etc, of the product. A procedure for han-
dling consumer complaints should be developed and instituted.

The functions of Quality Assurance will include managing Hazard Analysis Critical
Control Points (HACCP) and Good Manufacturing Practices (GMP) including:
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• Documenting and developing processing procedures, equipment cleaning,
and sanitation schedules, a preventative maintenance program for equipment,
pest and rodent control programs;

• Providing employee training on GMP, sanitation, and proper product han-
dling procedures;

• Conducting monthly audits for adherence to GMP and quality assurance 
practices; and

• Inspecting plant and equipment sanitation daily prior to production.

Managing Good Laboratory Practices (GLP) is also a function of Quality Assurance
and these include ensuring adherence to GLP, documentation of all testing methods,
record-keeping and calibration processes, evaluating data generated by laboratory, and
conducting monthly internal GLP audits.

10.7.1 Traceability

Traceability of finished products is another important aspect of quality assurance. Some
aspects of this involve:

• Initiating a microbiological and chemical testing program for finished 
products;

• Implementing systems for lot-identification and tracking all stages of 
distribution;

• Documenting procedures for out-of-specification finished products; and
• Developing a product recall program.

Traceability systems are a tool to help firms manage the flow of inputs and products 
to improve efficiency, product differentiation, food safety, and product quality. Food 
companies need to balance the costs and benefits of traceability to determine its 
efficiency.

In cases of market failure, where the private sector supply of traceability is not 
socially optimal, the companies could develop a number of mechanisms to correct 
the problem, including contracting, third-party safety/quality audits, and industry-
maintained standards. The best-targeted government policies for strengthening this system
are aimed at ensuring that unsafe or falsely advertised foods are quickly removed 
from the system, while allowing companies the flexibility to determine the manner in
which it is done. Possible policy tools include timed recall standards, increased penalties
for distribution of unsafe foods, and increased foodborne-illness surveillance (Golan et al.,
2004).
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10.7.2 HACCP

The HACCP concept is a systematic approach to hazard identification, assessment, and
control. Identification of hazards and the assessment of severity of these hazards and their
risks (hazard analysis) associated with growing, harvesting, processing/manufacturing,
distribution, merchandizing, preparation, and/or use of fruits and vegetable products.
Hazards are unacceptable contamination, growth and/or survival of microorganisms 
of concern to safety or spoilage and/or the unacceptable production or persistence of 
products of microbial metabolism. They can also be physical in nature, such as glass and
metal in the food, or chemical in nature such as pesticides, poisons, etc.

10.8 Fruit and Vegetable Processing Units

10.8.1 Preliminary studies

As discussed earlier, each new fruit and vegetable processing plant needs a good, 
specific preliminary study, which include, among other things, the following aspects:

• Raw material availability;
• Raw material quality in adequate varieties for the types of finished products

that will be manufactured;
• Harvesting and transport practices and organization from the field to the pro-

cessing plant;
• Processing capacity related to raw material availability quantities, seasonal-

ity, etc.;
• Processing equipment size/capacity suitable for above points;
• Availability of trained operators and resources to improve their knowledge;
• Availability of workforce in the area and resources for training them in order

to be able to assure adequate trained operators;
• Availability of utilities: electricity, water, transport, etc.;
• Position of the future processing plant related to raw material supply and to

closest transportation means; road access, railway access; and
• Market for finished products.

The decision to invest in fruit and vegetable processing must be taken case by case after
adequate, preliminary studies have been carried out.
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10.8.2 Production sites

10.8.2.1 Installation and operation of a processing facility

Several different processes take place on the site where the production activity is 
performed, from the reception and conservation of raw materials, to the storage of 
finished products. Two aspects that must be met in determining the capacity of the 
plant are the availability of raw materials and ability to store the raw materials for 
sufficient length of time to process. Another important factor is the cost of construction of
the facility.

The buildings materials must be easy to wash and disinfect, especially those in the clean
areas of the processing rooms. Complex types of construction, resulting in the creation of
places that are not easily accessible for cleaning must be avoided, for they may turn into
bird nests, and contamination foci for rodents, insects, and of course, microorganisms
(Dauthy, 1995).

The floor arrangement of the processing plant is more complex in its organization, and
therefore specific activities are carried out in determined areas. Some of the aspects that
may be considered important in relation to the architectural and construction elements are
listed below:

• The ceiling and walls of the processing room must be of washable and easily
dried materials; they must be neither absorbent nor porous. The lighting
should be natural, as far as possible. However, if artificial lights must be used,
they should not hinder activities in any way. Artificial lighting must be pro-
tected, to prevent fragments of glass from falling into the product as it is
being processed, in case of accidents.

• Like the walls and ceiling of the processing room, the floor must be wash-
able, to ensure compliance with the premises’ hygienic and health standards.
The floor must also be sloped to allow appropriate drainage, avoiding at all
costs the formation of pools in the processing area. At the same time, care
must be taken to prevent the floor from being slippery.

Ideally, the working environment should always be appropriately ventilated, to 
facilitate the workers’ performance. Poor ventilation in highly enclosed and densely 
populated premises may generate defects. It is also important to provide for the elimina-
tion of heavily contaminating odors, even if they are not necessarily toxic. On the 
other hand, excess ventilation may lead to aerial contamination from dust and insects, 
and may prove to be counterproductive. Appropriate ventilation must therefore be 
based on an efficient system controlling the access of foreign material from the external
environment.
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10.8.2.2 Basic installations and services

Three basic services are required for the operation of a system, electrical power, potable
water, and the disposal of wastewaters.

Electrical energy is indispensable, for the mechanization of the processes involved. All
lights must be installed on the ceiling at a safe distance to prevent them from getting wet
and getting in the way of workers in the processing room.

Availability of potable water is essential to ensure the development of a hygienic
process, managed by clean people and with appropriately disinfected equipment. Also,
many processes require water, as a result of which water of an appropriate quality must
be available.

Water must be protected from possible sources of contamination and must be supplied
on a continuous basis at all times. The consumption of water will depend upon the process
in question and the design of the production systems.

In the developing countries, where access to potable water is restricted, it is advised
that chlorine be added to the water supplying the entire plant, so as to provide for per-
manent disinfection. To this end, a dose of 2ppm of residual free chlorine is suggested.
This will prevent the water from having any chlorine-like taste. It should also be borne in
mind that the tank must be covered and not exposed to sunlight, to prevent the chlorine
from decomposing.

10.8.2.3 General flow plan of processing facilities

A fruit and vegetable processing plant must be set up in such a way as to rely on a
number of basic facilities. Figure 10.7 shows a simplified industrial production system for
the processing of fruits and vegetables.

10.8.2.4 Reception of raw material

The plant must be equipped with a special area for the reception of raw materials, that
is, a site where the raw material received in appropriate conditions may be stored until it
is used in the process. This site must meet certain special standards in terms of tempera-
ture, humidity cleanliness, and exposure to sunlight. It is important to consider that the
quality of most raw fruits and vegetables deteriorates rapidly. That is, even though many
species do preserve their integrity, their inner quality is subjected to variations if storage
conditions are less than adequate.

It is for this reason that the temperature must be maintained at an appropriate cool tem-
perature. The raw material must not be directly exposed to sunlight. Storage temperature
is a very important factor, and all appropriate precautions should be taken when stored
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under refrigeration condition to prevent loss of moisture and ethylene production, and
cross contamination from one another. If the storage site is cool, it is important for the
humidity to be relatively high to prevent the material from dehydrating and losing its
quality. It is important to note that the raw material storage area must not be used for the
storage of other products that may be contaminating, such as pesticides, paint, or clean-
ing utensils, all of which must be kept in specially designated areas. It must never be for-
gotten that the quality of the product will reflect the quality of the raw material from which
it was made; it is therefore important to take this aspect into due account.

10.8.2.5 Processing room

It is in the processing room that the different materials used in the processing of the
raw materials are stored. On such premises, a continuous production line may be set up.
Ideally, this room should be large enough to lodge all of the necessary equipment on a
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continuous line, even in semi-automated facilities. Even in the case of workbenches, where
the work is performed by hand, the process must be carried out on the basis of a contin-
uous line, to step up efficiency.

The processing room should ideally be divided into areas where different functions are
performed. This may be achieved by separating such areas physically. Generally, there is
a “wet” area, that is, an area where the raw material is washed and peeled, and where oper-
ations like pitting, coring, and the removal of inedible parts are performed. This “wet”
area must not extend to the section of the plant where the cleanest operations are carried
out, like pulp extraction, grinding, cutting, and the filling of containers.

One way of achieving this separation is through the use of light partitions, or washable
panels used to simply separate one area from the other. Much care should be taken to avoid
contamination by runoff waters. The recontamination of materials that have already been
washed and disinfected is a common problem in small-scale industrial processing plants.

10.8.2.6 Quality control laboratory

Ideally, quality control operations should be performed in separate laboratory areas,
where the basic tests required to establish the quality of a given raw materials or a given
process may be performed. This area should preferably be equipped with a sink, running
water, and a counter where tests may be carried out. The store should be separated from
the other parts of the processing plant, so that basic analyses may be carried out in a quiet 
environment.

10.8.2.7 Storeroom for ingredients and finished products

It is often necessary for a product to be stored or remain under observation before being
dispatched or consumed. Such a place must be clean, the temperature and humidity levels
must be appropriate, and it must be protected from foreign matter, insects, and pests. The
store should be easily accessible, so that tests may be performed during product storage,
and any problems may be detected on the spot. Nowadays, the storerooms are very sophis-
ticated, with palletized and computerized stacks, so that every item can be traced to its
date of manufacture and batch number. This allows the goods to be kept for the least length
of time in the store, before they are dispatched.

10.8.2.8 Other facilities

Some equipment, due to its nature, cannot be installed in the main facility of a pro-
cessing plant. The boiler is an example. If the plant is equipped with a small steam 
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generator, it should be located outside the processing room, to avoid contamination 
problems, and at the same time ensure personnel safety.

A drier is another piece of special equipment, which should be installed in a dry place
and not in the processing room, as this is an especially humid area in the plant. Dehy-
drated products should normally be very low in moisture, a condition that can only be ful-
filled if dehydration is carried out in an especially dry environment. Otherwise, the energy
consumption cost will be very high, since a great amount of heat will be required to dry
the air.

10.8.2.9 Sanitary facilities

Sanitary facilities deserve special mention, due to the significant role that they play 
in preserving hygiene and safety standards in a food processing plant. The conditions 
in which the sanitary facilities operate, the type of evacuation system serving the 
plant, the location of the facilities, and the sanitation plan are crucial to the quality of the
process.

One basic condition is for the facilities to be erected in a separate location from the area
where the raw material is received and processed, to prevent possible flooding. The facil-
ities must be periodically disinfected, and the supervisors must exercise very strict control
in this regard. Sanitary facilities must never be short of water. Its supply must be guaran-
teed, since the cleanliness of the toilets will determine the cleanliness of the workers, and
the products’ sanitary qualities will ultimately depend on the cleanliness of the workers.

10.8.3 Equipment specifications for processing of
horticultural crops

Because of the vast scope of equipment for a myriad of products involving fruits and
vegetables, it is not possible to give a specific list of equipment, but a specification for
processing equipment is addressed here:

• Equipment should be designed to hold the product with minimum spills and
overflow.

• Surfaces in contact with food should be inert and non-toxic, smooth and 
non-porous.

• No coatings or paints should be used that could possibly chip, flake, or erode
into the product stream.

• Equipment should be designed and arranged to avoid having pipes, mecha-
nisms, drives, etc., above the open product streams.
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• Bearings and seals must be located outside the product zone or sealed and
self-lubricating.

• Proper design avoiding sharp or inaccessible corners, pockets, and ledges so
that all parts can be reached and cleaned easily. Build so that units are easy
to take apart if necessary.

• Loose items, such as locking pins, clips, handles, gates, keys, tools, fasten-
ers, etc. that could fall into the product stream should be eliminated.

• Equipment should be laid out for easy access for cleaning and servicing. A
margin of three feet from walls and between lines is recommended.

• Any and all containers, bins, cans, lug boxes, etc., used in the packaging or
handling of food products should not be used for any purpose other than their
primary use. Special containers should be provided that are readily identifi-
able and cannot get into the product stream.

• All equipment parts that come in contact with foods must be constructed with
rust-resistant metal, such as stainless steel.

References

K. Abe and A. E. Watada. “Ethylene absorbent to maintain quality of lightly processed fruits and
vegetables.” J. Food Sci. 56: 1589–1592, 1991.

I. T. Agar, R. Massantini, B. Hess-Pierce, and A. A. Kader. “Postharvest CO2 and ethylene pro-
duction and quality maintenance of fresh-cut kewifruit slices.” J. Food Sci. 64(3): 433–440, 1999.

L. Alexander and D. Grierson. “Ethylene biosynthesis and action in tomato: A model for climac-
teric fruit ripening.” J. Exp. Bot. 53(377): 2039–2055, 2002.

Z. M. Ali, L-H. Chin and H. Lazan. 2004. “A comparative study on wall degrading enzymes, pectin
modifications and softening during ripening of selected tropical fruits.” Plant Sci. 167(2):
317–327, 2004.

F. A. Ayaz and A. Kadioglu. “Changes in fatty acid composition of cherry laurel (Laurocerasus
officinalis ‘Globigemmis’) fruit during maturation.” N.Z. J. Crop Hort. Sci. 28: 209–212, 2000.

I. Babic, C. Nguyen-The, M. J. Amiot, and S. Auber. “Antimicrobial activity of shredded carrot
extracts on food-borne bacteria and yeast.” J. Appl. Bact. 76(2): 135–141, 1994.

A. Bacic, P. J. Harris, and B. A. Stone. “Structure and function of plant cell walls. “ In: The Bio-
chemistry of Plants, (J. Preiss, ed.), San Diego: Academic Press. pp 297–371, 1988.

J. Bai, E. A. Baldwin, R. C. Soliva-Fortuny, J. P. Mattheis, R. Stanley, C. O. Perera, and J. K.
Brecht. “Effect of pretreatment of intact ‘Gala’ apple (Malus domestica, Borkh) with ethanol
vapor, heat or 1-methylcyclopropene on quality and shelf life of fresh-cut slices.” J. Amer. Soc.
Hort. Sci. 129(4): 583–593, 2004.

Y. Bai, M. S. Rahman, C. O. Perera, B. Smith, and L. D. Melton. “Structural changes in apple rings
during convection air-drying with controlled temperature and humidity.” J. Agric. Food Chem.
50(11): 3179–3185, 2002.

C. Barry-Ryan and D.O’Beirne. “Ascorbic acid retention in shredded Iceberg lettuce as affected by
minimal processing.” J. Food Sci. 64(3): 498–500, 1999. 

T. I. Baskin. “On the alignment of cellulose microfibrils by cortical microtubules: A review and a
model.” Protoplasma 215(1–4): 150–171, 2001.

N. Benkeblia. “Antimicrobial activity of essential oil extracts of various onions (Allium cepa) and
garlic (Allium sativum).” Lebensm Wiss Technol. 37(2): 263–268, 2004.

296 Food Processing Operating Systems and Machinery Design



S. Binner, W. G. Jardine, C. M. C. G. Renard, and M. C. Jarvis. “Cell wall modifications during
cooking of potatoes and sweet potatoes.” J. Sci. Food Agric. 80(2): 216–218, 2000.

H. Bolin and C. Huxsoll. “Storage stability of minimally processed fruits.” J. Food Proc. Pres. 13:
281–292, 1989.

J. Brecht. “Physiology of lightly processed fruits and vegetables.” HortScience. 30(1): 18–22, 1995.
I. U. Bron, R. V. Ribeiro, M. Azzolini, A. P. Jacomino, and E. C. Machado. “Chlorophyll fluores-

cence as a tool to evaluate the ripening of ‘Golden’ papaya fruit.” Postharvest Biol. Technol.
33(2): 163–173, 2004.

I. U. Bron, R. V. Ribeiro, M. Azzolini, E. C. Machado, and A. P. Jacomino. “Chlorophyll fluores-
cence emission and its relation to skin color and firmness during ripening of guava fruit.” Fruits,
60(1): 25–32, 2005.

D. A. Brummell, V. D. Cin, S. Lurie, C. H. Crisosto, and J. M.Labavitch. “Cell wall metabolism
during the development of chilling injury in cold-stored peach fruit: Association of mealiness
with arrested disassembly of cell wall pectins.” J. Exp. Bot. 55(405): 2041–2052, 2004.

D. A. Brummell and M. H. Harpster. “Cell wall metabolism in fruit softening and quality and its
manipulation in transgenic plants.” Plant Mol. Biol. 47(1–2): 311–340, 2001.

J. G. Butt and J. A. Abbott. “Browning inhibition of fresh-cut ‘Anjou,’ ‘Bartlett,’ and ‘Bosc’ pears.”
Hortscience 35(6): 1111–1113, 2000.

H. W. Chinand R. C. Lindsay. “Volatile sulfur compounds formed in disrupted tissues of different
cabbage cultivars.” J. Food. Sci. 58(4): 835–941, 1993.

Code of Federal Register. Food additives, Title 7, Food and Drugs, Part 52, 1991.
Code of Federal Register. Thermally processed low acid foods packaged in hermatically sealed

containers. Title 21, Food and Drugs, Part 113. (revised April 01, 2001), 2001.
Code of Federal Register. “Irradiation Phytosanitary Treatment of Imported Fruits and Vegetables.”

7 CFR Parts 305–319. October 23, 67(205): 65016–65029, 2002.
D. J. Cosgrove. Loosening of plant cell walls by expansins.” Nature, 407(6802): 321–326, 2000.
A. K. Cowan, R. F. Cripps, E. W. Richings, and N. J. Taylor. “Fruit size: Towards an understand-

ing of the metabolic control of fruit growth using avocado as a model system.” Physiol, Plant,
111(2): 127–136, 2001.

J. H. Cunningham, G. Milligan, and L. Trevisan. Minerals in Australian fruits and vegetables—a com-
parison of levels between the 1980s and 2000. Food Standards Australia and New Zealand, 2002.
www.foodstandards.gov.au/_srcfiles/minerals_report.pdf (last accessed on January 15 2006).

M. E. Dauthy. Fruit and vegetable processing, FAO(UN), Rome, 1995. http://www.fao.org/docu-
ments/show_cdr.asp?url_file=/docrep/V5030E/V5030E0S.HTM (last visited on 20 January
2006).

J. R. DeEll and P. M. A. Toivonen. “Chlorophyll fluorescence as a non-destructive indicator of
broccoli storage in modified-atmosphere packaging.” Hortscience, 35: 256–259, 2000. 

D. DellaPena and B.J. Pogson. “Vitamin synthesis in plants: Tocopherols and carotenoids.” Annu.
Rev. Plant Biol. 57: 711–738, 2006.

X. Dong, R. E. Wrolstad, and D. Sugar. “Extending shelf life of fresh-cut pears.” J. Food Sci. 65(1):
181–186, 2000.

S. Elss, C. Preston, C. Hertzig, F. Heckel, E. Richling, and P. Schreier. “Aroma profiles of pineap-
ple fruit (Ananas comosus [L.] Merr.) and pineapple products.” Food Sci. Technol. 38(3):
263–274, 2005.

R. A. Flath, E. M. Light, E. B. Jang, R. T. Mon, and J. O. John. “Headspace examination of volatile
emsissions from ripening papaya.” J. Agric. Food Chem. 38: 1060–1063, 1990.

Food Irradiation Website. http://www.food-irradiation.com/ (last accessed on 29 January 2006).
J. E. Freidrich. “Acid tastants.” In: Current Protocols in Food Analytical Chemistry, (R. E. Wrostad,

T. E. Acree. H-J. An, et al. eds), New York: John Wiley and Sons Inc., pp G2.1–G2.12, 2002.

10: Processing Horticultural Crops, Perera and Smith 297



S. C. Fry. “Phenolic components of the primary cell wall. Feruloylated disaccharides of d-
galactose and l-arabinose from spinach polysaccharide.” Biochem J. 203(2): 493–504, 1982.

S. C. Fry. “Feruloylated pectins from the primary cell wall their structure and possible functions.”
Planta, 157(2): 111–123, 1983.

G. Gillaspy, H. Ben-David, and W. Gruissem. “Fruits: A developmental perspective.” Plant Cell,
5(10): 1439–1451, 1993. 

J. Giovannoni. “Molecular biology of fruit maturation and ripening.” Ann. Rev. Plant Physiol. Plant
Mol. Biol. 52: 725–749, 2001.

J. Giovannoni. “Genetic regulation of fruit development and ripening. “ Plant Cell, 16(Suppl. S):
S170–S180, 2004.

E. Golan, B. Krissoff, F. Kuchler, K. Nelson, and G. Price. Traceability in the U.S. Food Supply:
Economic Theory and Industry Studies. Agricultural Economic Report No. (AER830), March, 
p 56, 2004.

G. W. Gould and N. J. Russell. “Sulfite.” In: Food Preservatives, Second Edition, (N. J. Russell,
ed.), Kluwer Academic Publishers: Dordrecht, The Netherlands, pp 85–102, 2003.

H. Gylling and T. Miettinen. 2005. “The effect of plant stanol- and sterol-enriched foods on lipid
metabolism, serum lipids and coronary heart disease.” Ann. Clin. Biochem. 42(4): 254–263, 2005.

Y. Han, D. M. Sherman, R. H. Linton, S. S. Nielsen, and P. E. Nielsen. “The Effects of Washing
and Chlorine Dioxide Gas on Survival and Attachment of Escherichia coli O157:H7 to Green
Pepper Surfaces.” Food Microbiol. 17: 521–533, 2000.

F. R. Harker, R. J. Redgwell, I. C. Hallett, S. H. Murray, and G. Carter. “Texture of fresh fruit.”
Hort. Rev. 20: 121–233, 1997.

F. R. Harker, A. White, B. Freeth, F. A. Gunson, and C. M. Triggs. “Simultaneous instrumental
measurement of firmness and juiciness of apple tissue discs.” J. Text. Stud. 34(3): 271–285, 2003.

P. J. Harris. Diversity in plant cell walls.  In: Plant Diversity and Evolution: genotypic and Phe-
notypic Variation in Higher Plants, (R. J. Henry, ed.) Wallingford, UK: CAB International Pub-
lishing, pp 201–227, 2005.

P. J. Harris, M. R. Kelderman, M. F. Kendon, and R. J. Mckenzie. “Monosaccharide compositions
of unlignified cell walls of monocotyledons in relation to the occurrence of wall-bound ferulic
acid.” Biochem. Syst. Ecol. 25(2): 167–179, 1997.

H. Hopf, G. Wachholz, and R. Walsh. “Gas phase kinetics of pyrolysis of 1-methyl-1-
cyclopropene.” Chem. Ber. 118: 3579–3587, 1995.

G. Hopkirk, D. J. Beever, and C. M. Triggs. “Variation in soluble solids concentration in kiwifruit
Actinidia-deliciosa at harvest.” N.Z. J. Agric. Res. 29(3): 475–484, 1986.

W. C. Hurst. “Sanitation of lightly processed fruits and vegetables.” Hortscience, 31(1): 22–24, 1995.
T. Ishii and T. Hiroi. Linkage of phenolic acids to cell-wall polysaccharides of bamboo shoot.” 

Carbohydr. Res. 206(2): 297–310, 1990.
T. Ishii and T. Tobita. “Structural characterization of feruloyl oligosaccharides from spinach-leaf

cell walls.” Carbohydr. Res. 248: 179–190, 1993.
R. L. Jackman and J. L. Smith. “Anthocyanins and betalains.” In: Natural Food Colorants, (G. F.

Hendry and J. D. Houghton, eds), London: Blackie Academic and Professional, pp 244–309,
1996.

M. C. Jarvis, S. P. H. Briggs, and J. P. Knox. “Intercellular adhesion and cell separation in plants.”
Plant, Cell and Environ. 26(7): 977–989, 2003.

L. John. Laboratory Manual for the Food Microbiology Laboratory, 1998 Edition, L. John. ed.),
The University of Wisconsin—Madison, USA, 1998. http://www.splammo.net/foodapplmicro/
applkraut.html ( last visited on 20 January 2006).

M. S. Kalamaki, M. H. Harpster, J. M. Palys, J. M. Labavitch, D. S. Reid, and D. A. Brummell.
“Simultaneous transgenic suppression of LePG and LeExp1 influences rheological properties of

298 Food Processing Operating Systems and Machinery Design



juice and concentrates from a processing tomato variety.” J. Agric. Food Chem. 51(25):
7456–7464, 2003.

W. Kalt. “Effects of production and processing factors on major fruit and vegetable antioxidants.”
J. Food Sci. 70(1): R11–R19, 2005.

C. Kapseu and C. Tchiegang. “Oil composition from two types of African pear in Cameroon. 
Original Title: Composition de l’huile des fruitd de deux cultivars de safou au Cameroun.” Fruits,
51(3): 185–191, 1996.

D. Ke and M. E. Saltveit. “Plant hormone interaction and phenolic metabolism in the regulation of
resset spotting in iceberg lettuce.” Plant Physiol. 88: 1136–1140, 1988.

H. Kende. “Ethylene biosynthesis.” Ann. Rev. Plant Physiol. Plant Mol. Biol. 44(1): 283–307, 1993.
H. Kende, K. J. Bradford, D. A. Brummell, et al. “Nomenclature for members of the expansin

superfamily of genes and proteins.” Plant Mol. Biol. 55(3): 311–314, 2004.
J. Knox and G. B. Seymour (eds). Pectins and their manipulation. Oxford: Blackwell. p 250, 

2002.
O. Lamikanra, D. Kueneman, D.Ukuku , and K. L. Bett-Garber. “Effect of processing under ultravio-

let light on the shelf life of fresh-cut cantaloupe melon.” Food Chem. Toxicol. 70(9): 534–539, 2005.
H. Larsen, E. M. Magnus, and T. Wicklund. “Effect of oxygen transmission rate of the packages,

light, and storage temperature on the oxidative stability of extruded oat packaged in nitrogen
atmosphere.” J. Food Sci. 68(3): 1100–1107, 2003.

J-M. Lelievre, A. Latche, B. Jones, M. Bouzayen, and J-C. Pech. “Ethylene and fruit ripening.”
Physiol. Plant, 101(4): 727–739, 1997.

R. G. K. Leuschner and V. Ielsch. “Antimicrobial effects of garlic, clove and red hot chilli on 
Listeria monocytogenes in broth model systems and soft cheese.” Internat. J. Food Sci. Nutrit.
54(2): 127–133, 2003.

E. Lewinsohn, Y. Sitrit, E. Bar, et al. “Not just colors—carotenoid degradation as a link between
pigmentation and aroma in tomato and watermelon fruit.” Trends Food Sci. Technol. 16(9):
407–415, 2005A.

E. Lewinsohn, Y. Sitrit, E. Bar, Y. Azulay, A. Meir, D. Zamir, and Y. Tadmor. “Carotenoid pig-
mentation affects the volatile composition of tomato and watermelon fruits, as revealed by com-
parative genetic analyses.” J. Agric. Food Chem. 53(8): 3142–3148, 2005B.

Y. Li, L. Jones, and S. McQueen-Mason. “Expansins and cell growth.” Curr. Opin. Plant Biol. 6(6):
603–610, 2003.

C. Löfgren. Pectins—Structure and gel formation. A literature review (A part of a PhD thesis at
the Department of Food Science, Chalmers University of Technology, Sweden, 2000.

K. Manning. “Isolation of a set of ripeningrelated genes from strawberry: Their identification and
possible relationship to fruit quality traits.” Planta, 205(4): 622–631, 1998.

R. A. McCarthy and R. H. Mathews. Nutritional quality of fruits and vegetables subject to minimal
processes.” In: Minimal processed refrigerated fruits and vegetables, R. C. Wile, (ed.), 
pp 313–326, Chapman and Hall, 1994.

S. McQueen-Mason, D. M. Durachko, and D. J. Cosgrove. “Two endogenous proteins that induce
cell wall extension in plants.” Plant Cell, 4: 1425–1433, 1992.

M. Naczk and F. Shahidi. “Extraction and analysis of phenolics in food.” J. Chromatogr. A. 95–111,
2004.

A. Ng and K. W. Waldron. “Effect of cooking and pre-cooking on cell-wall chemistry in relation
to firmness of carrot tissues.” J. Sci. Food Agric. 73(4): 503–512, 1997.

C. Nguyen-The and J. P. Prunier. “Involvement of pseudomonads in deterioration of ‘ready-to-use’
salads.” Intl. J. Food Sci. Technol. 24: 47–58, 1989.

G. C. Papageorgiou and Govindjee. Chlorophyll a fluorescence : a signature of photosynthesis.
Dordrecht, London: Kluwer Academi, p 818, 2004.

10: Processing Horticultural Crops, Perera and Smith 299



C. C. Parker, M. L. Parker, A. C. Smith, and K. W. Waldron. “Thermal stability of texture in Chinese
water chestnut may be dependent on 8,8′-diferulic acid (aryltetralin form).” J. Agric. Food Chem.
51(7): 2034–2039, 2003.

M. L. Parker and K. W. Waldron. “Texture of Chinese water chestnut: involvement of cell wall
phenolics.” J. Sci. Food Agric. 68(3): 337–346, 1995.

A. J. Parr, K. W. Waldron, A. Ng, and M. L. Parker. “The wall-bound phenolics of Chinese water
chestnut (Eleocharis dulcis).” J. Sci. Food Agric. 71(4): 501–507, 1996.

C. O. Perera. “Selected quality attributes of dried foods.” Drying Technol. 23(4): 717–730, 
2005.

C. O. Perera and E. A. Baldwin. “Biochemistry of fruits and its implications on processing.” 
In: Fruit Processing: Nutrition, Products and Quality Management,” Second Edition, D. Arthy,
P. R. Ashurst (eds.), Gaithersburg, MD: Aspen Publisher, Inc, pp19–36, 2001. 

C. O. Perera and K. H. Kiang. “Microbiological safety of minimally processed fruits.” Proceed-
ings of the International Food Safety Conference. March 24–26, Mascat, Oman, 3: 1–5.

C. O. Perera, L. Belchin, E. A. Baldwin, R. Stanley, and M. S. Tian. 2003. “Effect of 1–
Methylcyclopropene on the quality of fresh-cut apple slices.” J. Food Sci. 68(6): 1910–1914,
2003.

C. Perin, M. Gomez-Jimenez, L. Hagen, et al. “Molecular and genetic characterization of a non-
climacteric phenotype in melon reveals two loci conferring altered ethylene response in fruit.”
Plant Physiol. 129(1): 300–309, 2002.

S. Philosoph-Hadas, A. Meir, and N. Aharoni. “Effects of wounding on ethylene biosynthesis and
senescence of detached spinanach leaves.” Physiologia Plantarum. 83: 246–341, 1991.

W. Pilnik and A. G. J. Voragen. “Effect of Enzyme treatment on the quality of processed fruit and
vegetables.” In: Quality factors of fruit and vegetables, J. J. Jen (ed.), American Chemical
Society, Washington D.C., 1989.

M. L. Quach, L. D. Melton, P. J. Harris, J. N. Burdon, and B. G. Smith. “Cell wall compositions
of raw and cooked corms of taro (Colocasia esculenta).” J. Sci. Food Agric. 81(3): 311–318,
2001.

C. A. Raab. Pickling vegetables. Oregon State University, Pacific Northwest Extension Publication
# PNW355. http://eesc.orst.edu/agcomwebfile/edmat/PNW355.pdf (last visited on 20 January
2006), 2000.

M. S. Rahman. “Food preservation by freezing.” In: Handbook of Food Preservation (M. Shafiur
Rahman, ed.), Marcel Dekker, Inc., New York, 259–284, 1999.

M. S. Rahman and T. P. Labuza. “Water activity and food preservation.” In: Handbook of 
Food Preservation (by M. Shafiur Rahman, ed.), Marcel Dekker, Inc., New York, 339–382, 
1999.

R. M. S. Ratnayake, L. D. Melton, and P. L. Hurst. “Influence of cultivar, cooking, and storage on
cell-wall polysaccharide composition of winter squash (Cucurbita maxima).” J. Agric. Food
Chem. 51(7): 1904–1913, 2003.

R. J. Redgwell, M. Fischer, E. Kendal, and E. A. MacRae. “Galactose loss and fruit ripening: 
High-molecular-weight arabinogalactans in the pectic polysaccharides of fruit cell walls.” 
Planta, 203(2): 174–181, 1997a.

R. J. Redgwell, E. MacRae, I. Hallett, M. Fischer, J. Perry, and R. Harker. “In vivo and in vitro
swelling of cell walls during fruit ripening.” Planta, 203(2): 162–173, 1997b.

A. B. Reed, C. J. O’Connor, L. D. Melton, and B. G. Smith. “Determination of sugar composi-
tion in grapevine rootstock cuttings used for propagation.” Am. J. Enol. Vitic. 55(2): 181–186,
2004.

J. C. Robinson, Bananas and Plantains. Wallingford, UK: CAB International Publishing, 1996. 

300 Food Processing Operating Systems and Machinery Design



R. C. Rodriguez-Arcos, A. C. Smith, and K. W. Waldron. “Ferulic acid crosslinks in asparagus cell
walls in relation to texture.” J. Agric. Food. Chem. 52(15): 4740–4750, 2004.

D. D. Rowan, M. B. Hunt, S. Fielder, J, Norris, and M. S. Sherburn. “Conjugated triene oxidation
products of α-farnesene induce symptoms of superficial scald on stored apples.” J. Agric. Food
Chem. 49: 2780–2787, 2001.

S. Roy, B. Vian, and J-C. Roland. “Immunocytochemical Study of the deesterification patterns
during cell wall autolysis in the ripening of cherry tomato.” Plant Physiol. Biochem. 30(2):
139–146, 1992.

M. Saltveit. “Effect of ethylene on quality of fresh fruits and vegetables.” Postharvest Biol. Technol.
15: 279–292, 1999.

G. M. Sapers, R. L. Miller, M. Jantschke, and A. M. Mattrazzo. “Factors limiting the efficacy of
hydrogen peroxide washes for decontamination of apples containing Escherichia coli.” J. Food
Sci. 65(3): 529–532, 2000.

G. M. Sapers, R. L. Miller, and A. M. Mattrazzo. “Effectiveness of sanitizing agents in inactivat-
ing Escherichia coli in golden delicious apples.” J. Food Sci. 64(4): 734–737, 1999.

G. M. Sapers and G. F. Simmons. “Hydrogen peroxide disinfection of minimally processed fruits
and vegetables.” Food Technol. 52(2): 48–53, 1998.

G. M. Sapers, P. N. Walker, J. E. Sites, B. A. Annous, and D. R. Eblen. “Vapor-phase decontami-
nation of apples inoculated with Escherichia coli.” J. Food Sci. 68(3): 1003–1007, 2003.

M. Schreiner. “Vegetable crop management strategies to increase the quantity of phytochemicals.”
Eur. J. Nutr. 44(2): 85–94, 2005.

G. B. Seymour, J. E. Tucker, and G. A. Tucker (eds.). Biochemistry of Fruit Ripening.  London,
UK: Chapman & Hall, p 454, 1993.

E. C. Sisler, E. Dupille, and M. Serek. “Comparison of cyclopropene, 1-methylcyclopropene and
3,3-dimethylcyclopropene as ethylene antagonists in plants.” Plant Growth Regul. 18: 169–174,
1996.

B. G. Smith and P. J. Harris. “Polysaccharide composition of unlignified cell walls of pineapple
(Ananas comosus (L.) Merr.) fruit.” Plant Physiol. 107(4): 1399–1409, 1995.

B. G. Smith and P. J. Harris. “Ferulic acid is esterified to glucuronoarabinoxylans in pineapple cell
walls.” Phytochem. 56(5): 513–519, 2001.

W. P. Snelgar, G. Hopkirk, and H. G. McPherson. “Predicting harvest date for kiwifruit: Variation
of soluble solids concentration with mean temperature.” N. Z. J. Crop Hortl Sci. 21(4): 317–324,
1993.

B. C. Soliva-Fortuny, G. Oms-Oliu, and O. Martín-Belloso. “Effects of ripeness stages on the
storage atmosphere, color, and textural properties of minimally processed apple slices.” J. Food
Sci. 67(5): 1958–1963, 2002.

R. C. Soliva-Fortuny, N. Alos-Saiz, A. Espachs-Barroso, and O. Martin-Belloso. “Influence of
maturity at processing on quality attributes of fresh-cut Conference pears.” J. Food Sci. 69(7):
S290–S294, 2004.

F. C. Stintzing and R. Carle. “Functional properties of anthocyanins and betalains in plants, food,
and in human nutrition.” Trends Food Sci. Technol. 15(1): 19–38, 2004.

M. Stratford and T. Eklund. “Organic acids and esters.” In: Food Preservatives, Second Edition.,
(N. J. Russell, ed.). Kluwer Academic Publishers: Dordrecht, The Netherlands, 48–85, 2003.

A. Sturcova, I. His, D. C. Apperley, J. Sugiyama, and M. C. Jarvis. “Structural details of crystalline
cellulose from higher plants.” Biomacromolecules. 5(4): 1333–1339, 2004.

S. T. Talcott, J. P. Moore, A. J. Lounds-Singleton, and S. S. Percival. “Ripening associated 
phytochemical changes in mangos (Mangifera indica) following thermal quarantine and low-
temperature storage.” J. Food Sci. 70(5): C337–C341, 2005.

10: Processing Horticultural Crops, Perera and Smith 301



S. L. Tay and C. O. Perera. “The effect of 1-MCP and edible coatings on quality of minimally
processed Baby Butterhead lettuce.” J .Food Sci. 69(2): FTC131–135, 2004.

L. Tesoriere, M. Fazzari, M. Allegra, and M. A. Livrea. “Biothiols, taurine, and lipid-soluble antiox-
idants in the edible pulp of Sicilian cactus pear (Opuntia ficus-indica) fruits and changes of bioac-
tive juice components upon industrial processing.” J. Agric. Food Chem. 53(20): 7851–7855, 2005.

D. J. Thomas and W. A. Atwell. Starches. American Association of Cereal Chemists I (ed.). St Paul,
Minnesota, USA: Eagen Press. p 94, 1999.

M. S. Tian, C. G. Downs, R. E. Lill, and G. A. King. “A role for ethylene in the yellowing of 
broccoli after harvest.” J. Am. Soc. Hort. Sci. 119: 276–281, 1994.

S. Torriani and S. Massa. “Bacteriological survey on ready-to-use sliced carrots.” Lebensm Wiss
Technol. 27(5): 487–490, 1994.

G. A. Tucker. “Introduction”. In: Biochemistry of Fruit Ripening, (G. B. Seymour, J. E. Tucker, and
G. A. Tucker, eds.), London, UK: Chapman & Hall, pp 1–51, 1993.

D. O. Ukuku, M. L. Bari, S. Kawamoto, and K. Isshiki. “Use of hydrogen peroxide in combina-
tion with nisin, sodium lactate and citric acid for reducing transfer of bacterial pathogens from
whole melon surfaces to fresh-cut pieces.” Int. J. Food Microbiol. 104(2): 225–233, 2005.

D. O. Ukuku, V. Pilizota, and G. M. Sapers. “Effect of hot water and hydrogen peroxide treatments
on survival of Salmonella and microbial quality of whole and fresh-cut cantaloupe.” J. Food
Prot. 67(3): 432–437, 2004.

F. Voragen, H. Schols, and R. Visser (eds). Advances in pectin and pectinase research. Dordrecht,
The Netherlands: Kluwer Academic Publishers, p 504, 2003.

K. Wakabayashi. “Changes in cell wall polysaccharides during fruit ripening.” J. Plant Res.
113(1111): 231–237, 2000.

K. W. Waldron, A. Ng, M. L. Parker, and A. J. Parr. “Ferulic acid dehydrodimers in the cell walls
of Beta vulgaris and their possible role in texture.” J. Sci. Food Agric. 74(2): 221–228, 1997a.

K. W. Waldron and R. R. Selvendran. “Composition of the cell walls of different asparagus (Aspara-
gus officinalis) tissues.” Physiol. Plant, 80(4): 568–575, 1990.

K. W. Waldron, A. C. Smith, A. J. Parr, A. Ng, and M. L. Parker. “New approaches to understanding
and controlling cell separation in relation to fruit and vegetable texture.” Trends Food Sci.
Technol. 8(7): 213–221, 1997b.

A. E. Watada, N. P. Ko, and D. A. Minott. “Factors affecting quality of fresh cut horticultural 
products.” Post Harvest Biol. Technol. 9: 115–125, 1996.

A. L. Waterhouse. “Bioactive food components. Determination of total phenolics.” In: Current 
Protocols in Food Analytical Chemistry (R. E. Wrolstad, T. E. Acree, H-J An, et al., eds), New
York: John Wiley and Sons Inc, pp I.1–I.7, 2002.

C. Wehrer, F. Bindler, and P. Laugel. “Interactions between polyphenols and stannous ions in canned
fruits and vegetables. A quantitative approach.” Deutsche Lebensm Rund, 80(9): 273–279, 1984.

B. L. Wedzicha and O. Lamikana.  “Sulphite mediated destruction of beta-carotene: the partial char-
acteristics of reaction products.” Food Chem. 10(4): 275–283, 1983.

G. Wende, K. W. Waldron, A. C. Smith and C. T. Brett. “Tissue-specific developmental changes in
cell-wall ferulate and dihydroferulates in sugar beet.” Phytochem. 55(2): 103–110, 2000.

J. R. Whitaker and C. Y. Lee. “Recent advances in the chemistry of enzymatic browning.” In: 
Enzymatic browning and its prevention, (J. R. Walker and C. Y. Lee, eds), Washington, D.C.,
American Chemical Society, pp 3–7, 1995.

S. E. Wyatt and N. C. Carpita. “The plant cytoskeleton-cell-wall continuum.” Trends Cell Biol.
3(12): 413–417, 1993.

M. Yamasaki, T. Yasuri, and K. Arima. “Pectic enzymes in the clarification of apple juice. Part 1.
Study on the clarification reaction in a simplified mode.” Agric. Biol. Chem. 28(11): 779–787,
1964.

302 Food Processing Operating Systems and Machinery Design



11 Food Drying and Evaporation 
Processing Operations

William L. Kerr

University of Georgia, Athens, GA, USA

11.1 Introduction

Removing water is an effective means of preserving food and reducing the costs of
transportation and storage. Two principal methods have been developed to accomplish this,
drying and evaporation. Drying, or dehydration, is used to remove relatively large amounts
of water from foods, and is accomplished by imposing a difference in water activity
between the food and its surroundings. Evaporation is used to concentrate liquid foods, as
water in the food reaches the boiling point and escapes into the surrounding atmosphere.

11.2 Water in Foods

Water is the most ubiquitous component of food and biological materials, and has a pro-
found effect on the quality, physical properties, and safety of food. Water serves as the
environment in which salts, sugars, acids, peptides, flavors, and other relatively small
hydrophilic molecules are dissolved (Figure 11.1). For example, sucrose, fructose, and
citric acid may be dissolved in the water present in an orange. Lipophilic molecules,
including oils, flavors, and colorants, do not dissolve in water, but may participate in an
emulsion system with water. In homogenized milk, specifically, milk fat is distributed in
a series of small spherical globules, in the order of 5mm in diameter, in an aqueous phase
containing dissolved minerals, sugars, and peptides.

Foods also contain macromolecules that do not dissolve in water, including some pro-
teins, polysaccharides, and nucleic acids. Water still plays an intricate role in the function,
structure, and properties of these molecules, although this role can be complex. The con-
formation of enzymes, and thus their function, is highly dependent upon the amount of
water as well as the ionic content and pH of the surrounding aqueous milieu. Most enzyme
reactions are slow at low moisture levels.

Water also interacts with large macromolecular bodies, including suspended colloidal
particles and gels. Water may serve as a “plasticizer,” increasing the flexibility of 
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molecules. At a molecular level, water increases the empty spaces in which larger mole-
cules are free to move, thus making the system more likely to flow. These empty spaces
are referred to as “free volume.” In dense polymeric systems, the molecular chains are
highly constrained due to entanglements amongst chains. Water separates the side groups
and chains of larger molecules, allowing easier reptation, the snake-like movement of
polymer chains past each other. On a macroscopic level, this has a profound effect on the
rheological and textural properties of the material. For liquid foods, increased moisture
reduces the viscosity, thereby enhancing the free-flowing properties of the food. For semi-
solid and networked foods, increased moisture decreases the firmness, such as that meas-
ured by the elastic modulus, and enhances the flexibility. The degree to which water is a
“good solvent,” also influenced by the pH and ionic strength, may drive the assembly of
gels and other molecular networks.

Many food molecules may form non-crystalline solid states at low moisture content.
These states are characterized by molecules with relatively random orientations, and in
which the molecules do not freely move past each other. These are often referred to as
glassy systems. The temperature of the food system may be increased to a point, the glass
transition temperature, at which thermal energy allows molecular motions to occur. The
material passes from a solid, inflexible state to a mobile one. For example, a hard candy
at 20°C is hard and brittle, while at 60°C it may be spongy or even flow. As noted above,
water also increases the mobility of molecular systems. Another way of looking at this is
that water decreases the glass transition temperature of the system (Figure 11.2). Thus, a
dry pasta noodle is brittle and inflexible, while a hydrated noodle is flexible and rubbery.

Other physical states are also determined by the moisture content of a food system. The
formation of crystalline materials, typically of sugars or salts, is encouraged at progres-
sively lower moisture contents. For example, the sugar lactose present in milk may crys-
tallize when less water is available. This may lead to undesirable grittiness in ice cream
or dried milk products.
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A variety of physical properties are influenced by the water content of foods. In general,
higher moisture content leads to lower viscosity, greater flexibility, higher water activity,
higher freezing point, lower boiling point, lower osmotic pressure, higher specific heat,
and greater thermal conductivity.

11.3 Types of Water in Foods

It is believed by many that more than one dynamic water structure exists in biological
materials at the microscopic level. These various domains of water structure influence bio-
logical activity, and effect the processing operations designed to remove or freeze water
in foods. As both drying and evaporation involve the mass transfer of water, and the appli-
cation of heat to transform water from a condensed to a gaseous state, having various
forms of water will affect these processes. There are many experimental observations that
suggest the existence of more than one type of water. Calorimetry, for example, shows
that there remains a portion of unfrozen water in systems, even at tens of degrees below
the equilibrium freezing temperature. NMR studies show that there often are two or more
domains of water with different relaxation time constants. This indicates that these regions
of water have different rates of rotational motions. During later phases of drying, there is
a portion of water that requires more energy to remove, and indeed may not be removable
except by freeze-drying.

A traditional model for explaining these results purports that water exists in “bound”
and “bulk water” phases (Figure 11.3). The term bound suggests that this fraction of water
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has more cohesive force or greater binding affinity for the polar groups on proteins and
polysaccharides, and so requires additional energy to dissociate from these groups as com-
pared to bulk water. It may also be postulated that additional layers of structured water
exist outside of the first layer, or that there is a continuum of water of different degrees
of binding from the first bound layer to the bulk phase. Some dispute that there is truly
water that has higher binding energy, and alternative theories have been developed. For
example, one hypothesis suggests that water exists in low density (LDW, ~0.91g/ml) and
high density (HDW, ~1.2g/ml) states. In LDW, H atoms lie in a straight line between O
atoms on adjacent molecules. In HDW, the hydrogen bonds are slightly bent, allowing the
adjacent O atoms to approach more closely.

The ultrastructural features of biological materials may lead to compartmentalization of
water. This also affects drying and, to a lesser extent, evaporation processes. As a variety
of different materials are dried, such as fruits, vegetables, meats, dairy products, and
coffee, no universal description is possible. In foods consisting of biological tissues, a
wide range of features influence the ability of water to diffuse through the structure and
to the surface, where it is transformed from liquid to gas (Figure 11.4). Water is often com-
partmentalized in the cell cytoplasm or cell organelles, and must move by diffusion
through the cell membrane or, in the case of damaged cells, around cell wall and mem-
brane fragments. Extracellular water may be trapped in spaces between cells, and must
follow a tortuous path to reach the surface of the food.

11.4 Food Stability and Moisture Relationships

As most fresh foods contain considerable water, and a variety of macro- and micro-
nutrients, they are susceptible to attack by microorganisms, including bacteria, yeasts, and
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molds. These organisms may result in spoilage, evidenced by the deterioration of desir-
able texture and flavor, or in the production of toxins that threaten the health of consumers.
The growth of microorganisms is dependent upon the amount of moisture in the food, and
this has lead to the historical development of preservation mechanisms, including salting,
pickling, drying, evaporation, chilling, and freezing.

Interestingly, absolute moisture content is not the best predictor of the susceptibility of
a food to microbial attack. A better measure is the water activity of the food, defined as
aw = gXw, where Xw is the mole fraction of water and g is the activity coefficient, a measure
of non-ideal solution conditions. A more practical definition uses the ratio of the vapor
pressure of water above the food (p) compared to that of pure water ( po) at the same 
temperature:

Eq. (11-1)

It is customary to plot moisture content versus aw, at a given temperature, to form the
equilibrium moisture isotherm. This relationship is unique for each food, and typically
takes one of three general shapes (Figure 11.5). Very hygroscopic materials show a marked
increase in moisture content at progressively higher aw, while moderately hygroscopic
materials show a leveling off of moisture content in intermediate aw regions. Low hygro-
scopic materials show little increase in moisture content with aw, until higher aw regions
are attained. The isotherm attained from moisture sorption to a dry material often does not
coincide with that attained through desorption of a high moisture material. This phenom-
enon is known as hysteresis.

The use of moisture isotherms to describe dynamic food systems is not ascribed to by
all. The concept of water activity and moisture isotherms is based on thermodynamic
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descriptions of equilibrium systems. Foods are, in fact, changing systems, and the water
content may not be at an equilibrium value. The fact that hysteresis occurs is just one
example that equilibrium conditions are not always present.

Foods are often described as low moisture (roughly aw < 0.3), intermediate moisture (aw

between 0.3 and 0.8), and high moisture (aw > 0.8). One theory suggests there are three
parts of moisture sorption or desorption isotherms (Figure 11.6). In region I (aw < 0.2),
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moisture is bound by adsorption and chemisorption, and the apparent transition heat is
greater than that of bulk water. In region II, dissolution of chemical constituents occurs,
and greater mobility is attained. In region III, water fills the interstitial spaces in the food,
and structural aspects of the food limit moisture removal.

As a rough guide, bacteria do not grow on foods at aw below 0.8, yeast at aw less than
0.75, and molds at aw less than 0.7 (Figure 11.7). However, this depends on the particu-
lar food and microorganism considered. While microbial growth may be limited at lower
aws, existing microorganisms may survive drying processes.

Figure 11.7 shows another important aspect of moisture and food stability. It is gener-
ally found that deteriorative enzymatic reactions decrease with decreasing aw, highlight-
ing another important aspect of drying preservation. Reactions related to enzymatic
browning, flavor deterioration, and breakdown of structural polysaccharides proceed more
slowly at low aw. Non-enzymatic browning, related to interactions between amines and
reducing sugars, also proceeds more slowly at low aw. However, an important considera-
tion is that of lipid oxidation, a key deteriorative process in lipid-containing foods. While
lipid oxidation decreases with aw to about aw = 0.2, it dramatically increases at even lower
aw. Therefore, removing too much moisture may, in some cases, be undesirable.

The properties of low moisture foods are sometimes understood in terms of glass tran-
sition theory. According to this approach, materials below the glass transition temperature
(Tg) are amorphous solids in which long-range motions or molecular flexibility are
extremely slow. Glassy materials are typically dry, hard, and inflexible. Above Tg, there
is increased thermal energy, and the material becomes flexible or rubbery. At higher tem-
peratures, the material may even flow. The situation is made more complex by the fact
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that water acts as a plasticizer for food materials, increasing the ability of molecules to
move at a given temperature. Thus, the Tg of a material depends on the moisture content
and, the greater the moisture content, the lower the Tg. These relationships are sometimes
described in terms of a state diagram for the system (Figure 11.2). Tg values can be deter-
mined by differential scanning calorimetry or mechanical thermal analysis. These are of
practical use, as the Tg is often correlated with important physical properties, such as the
transition between crisp or non-crisp cereals, dry or caked powders, or the onset of sugar
crystallization.

11.5 Drying

It is obvious, then, that one way of preserving food against microbiological and chem-
ical deterioration is by reducing the water content so that the water activity of the mate-
rial is below approximately 0.7–0.8. Drying, perhaps better termed dehydration, is one
means of removing moisture from food. One definition of food drying is the removal of
water by mass transfer from a food product. Most commonly, this occurs as liquid water
in the product moves to the surface and is transformed to a gas as it is carried away.
However, in the case of freeze drying, ice in the product is sublimated directly to the
gaseous phase. In osmotic dehydration, liquid water is drawn out of the product by
osmosis, and remains a liquid.

11.5.1 Psychrometrics

Most common dehydration processes use hot air as the drying medium. The air 
delivers heat to the product to evaporate moisture. In addition, the air must have a lower
water activity, as compared to the food, in order for moisture to move from the food into
the surrounding air. Obviously, the properties of air are critical to drying, and these are
most easily understood by psychrometric relationships. Dry air contains approximately
78% nitrogen and 21% oxygen, as well as lesser amounts of argon, carbon dioxide, and
a variety of other gases. Air can be understood as a gaseous solution of dry gases in con-
stant proportion and water vapor in various amounts.

The psychrometric chart (Figure 11.8), as well as selected computer programs, show
the thermodynamic properties of air in various conditions. In order to use this chart, the
user must know at least two properties of the air. Often this is the ambient temperature
(the dry bulb temperature) and the wet bulb temperature (the temperature assumed by a
thermometer covered with a wet sock and past which air is moved at high velocity), but
may include some other easily measured property such as relative humidity. Amongst the
properties critical to drying are the absolute humidity (grams of water per gram of dry
air), the enthalpy or heat content (J/g dry air), the specific volume (m3/g dry air), and the
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relative humidity. The relative humidity is 100 times the vapor pressure of water in the
air compared to that of pure water at the given temperature. As such, it is equivalent to
the water activity of the air.

11.6 Drying Curves and Mechanisms of Drying

During drying, moisture moves from the internal regions of the product to the sur-
rounding air. This occurs through several mechanisms that depend on the structure of the
food and the stage of drying. Free water near the surface of the product is most easily
removed by evaporation, where it moves by gaseous diffusion to the surrounding air. As
porous spaces near the surface empty, capillary or other forces may draw water up from
deeper regions. Water may also move by liquid or gas diffusion from regions of high to
low water activity.

Drying is often monitored by measuring the weight of a food sample as a function of
time (Figure 11.9). If the initial wet basis moisture percent (Mo) is known, the amount of
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solids (S) can be calculated from the initial total weight (Wo), as S = Wo(100 − Mo)/100.
From the weight Wi, at time i, the data can be converted to the dry basis moisture content:

Eq. (11-2)

The so-called free moisture is often used, and is given by Xf = Xw − Xe, where Xe is the
moisture content at equilibrium. The rate of drying, R adX/dt, is found by differentiating
the curve of moisture versus time. More often, this is written as:

Eq. (11-3)

where A is the surface area of product exposed to drying. A plot of drying rate versus time
(or moisture content) shows that the rate of drying changes during the course of drying
(Figure 11.10), and can often be separated into several drying regimes. Sometimes, there
is a short initial lag phase (A-B), in which the drying increases or decreases.

This is usually followed by a constant rate period (B-C), during which the drying rate
is constant. This occurs as the product surface remains saturated with water, and water
evaporates freely from the surface. The product surface stays at the wet bulb temperature,
and the drying rate can be expressed in terms of either the rate of heat transfer or mass
transfer occurring at the surface:

R
S

A

dX

dt
= −



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Rc = h(Ta − Tw)/∆Hv

= kwMb(Hw − Ha) Eq. (11-4)

where h is the heat transfer coefficient and kw the mass transfer coefficient for transfer
across the boundary layer from the product surface to the surrounding air. The driving
force for heat transfer comes from the difference in temperature between the air (Ta) and
the product surface at the wet bulb temperature (Tw), while that for mass transfer comes
from the difference in humidity of the air (Ha) and product surface (Hw). Mb is the effec-
tive molecular weight of air and ∆Hv the latent heat of vaporization for water at Tw.

As the product continues to dry, the critical moisture content (Xc) is reached, at which
point the drying rate begins to decrease. At this point, the rate of drying is determined by
the rate at which moisture moves as a liquid or gas from within the product to the surface,
typically through capillaries, intercellular pockets, or other void spaces. It should be noted
that during the course of drying, these spaces most likely shrink with the product, thus
making theoretical models of falling rate drying more difficult to construct. More than one
falling rate period may be observed (such as C-D and D-E). During the first falling rate
period, some wet spots may still be present, while during subsequent periods, the liquid-
vapor interface recedes within the product. During later drying, diffusion of vapor becomes
more prominent, and the energy needed to transfer liquid water into vapor may increase.

Several mechanisms for moisture movement from within the product have been
described. Technically, diffusion of moisture is governed by Fick’s law. For unsteady-state
diffusion in one dimension (along the x-axis), this takes the form:
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Eq. (11-5)

which predicts that the change in moisture with time depends on the moisture gradient
and the diffusion coefficient (Ds). This most accurately describes diffusion along a surface.
For liquid diffusion in three dimensions, this takes the more general form:

Eq. (11-6)

Ostensibly, water diffuses within capillaries, pores, and other void spaces. Due to chang-
ing structure, diffusion mechanisms, temperatures, and solute concentrations, the diffusion
coefficient is not likely to remain constant during drying, although an effective diffusion
coefficient is sometimes considered in drying calculations. Fick’s law can most readily be
solved for regular geometries:

Sphere Eq. (11-7a)

Slab

Eq. (11-7b)

Cylinder Eq. (11-7c)

where X is the moisture content at time t, Xs the surface moisture content, rs and rc are the
sphere or cylinder radius, L the slab thickness, and bn are Bessel functions. An effective
diffusion coefficient can be estimated from experiments, by plotting the moisture ratio
ln[(X − Xs)/(Xe − Xs)] versus time.

Liquid water may also move to the product surface by capillary flow (Figure 11.11).
Adhesive forces between water and a solid surface cause it to wet the surface. On
hydrophilic surfaces, water would tend to creep higher and higher along the surface wall
if not held back by cohesive forces with water molecules away from the surface. As water
evaporates near the surface of a product, capillary forces can help move water through
porous spaces toward the drying surface. In the static case, a liquid will rise up a tube to
a height, h, according to:

Eq. (11-8)h
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where the surface tension (g ) is a measure of cohesive forces in the water, and the contact
angle (qc) measures the adhesion of water to the solid surface. The density (r) and grav-
itational constant (g) come into play when the liquid rises against the force of gravity. This
equation shows that the liquid will move farther as the capillary radius (r) decreases. In a
drying product, the geometry and forces at work are more complex. The difference in pres-
sure between the water (Pw) and air (Pa) at the interface are important. Capillary flow can
be expressed as

Eq. (11-9)

where the constant K is given by

Eq. (11-10)

Here the function r2f(r) accounts for the fact that there is a distribution of pore sizes in
the product. In some cases, diffusive and capillary flow mechanisms can be distinguished
by making a semi-log plot of the unaccomplished moisture content (X/Xc) versus time.

Once moisture is diminished, gaseous diffusion of water may become important. This
is governed by Knudsen diffusion:

Eq. (11-11)
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where e measures the degree of porosity, t the twistedness of the diffusion path (tortuos-
ity), z is a geometric indicator, and r represents the vapor density. For gases, the diffu-
sion coefficient is given by

Eq. (11-12)

where d is the average pore diameter, R the universal gas constant, T the Kelvin temper-
ature, and Mw the molecular weight of water. While Knudsen diffusion describes the dif-
fusion of gas through fixed porous channels, it is highly possible that water vapor diffuses
away from a liquid interface whose position changes with time. For example, water may
evaporate from the surface of a fixed volume of liquid water in a tube. As it does so, the
position of the interface recedes. This mechanism is most often described by Stefan dif-
fusion. This is a combined heat and mass transfer problem as heat is supplied to the liquid
to evaporate water, which is then carried away.

11.7 Types of Dryers

A wide variety of unit operations exist to dry food products. These may be classified
loosely as hot air dryers, freeze dryers, and osmotic dryers. There are, of course, many
variations of dryers within each broad category.

11.7.1 Hot air dryers

Hot air dryers are perhaps the most widely used of food dryers. In this type of dryer,
air is drawn in by a fan and passed across a bank of heaters (Figure 11.12). Heat can be
supplied by electrical coils, steam heat exchangers, natural gas burners, or other methods.
The air continues at relatively high velocity (1–10m/s) and passes past the product, where
it provides heat for evaporation and carries away moist air. Normally, a length of tunnel
exists between the heaters and food to ensure uniform temperature. The heating of air
occurs at constant absolute humidity, as shown in the psychrometric chart (Figure 11.8).
Note that the heat needed to increase the temperature of air a given amount is easily found
from the chart. During constant rate drying, the process is approximately adiabatic. Heat
provided by the air is returned as evaporated moisture enters the air. During this period,
drying follows constant enthalpy conditions, and the product remains at the wet bulb tem-
perature (Figure 11.8). During falling rate periods, heat provided by the air is greater than
that returned to it, and the product temperature begins to increase. Typical hot air dryers
are operated at between 40°C and 80°C.
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11.7.2 Sun or solar drying

In one of the oldest methods of drying, food items are set outside on trays to dry in the
sun. As fruits have high sugar and acid, they are less perishable, and thus best suited to
sun drying, as long as humidity levels are not too high. Sun-dried raisins or tomatoes are
perhaps the best-known products, but other fruits can be sun-dried as well. In general, an
air temperature above 85°F and humidity less than 60% is required for successful drying.
In addition, a constant breeze is advantageous. Thus, sun drying is not suited to all regions,
and may be limited due to adverse weather.

In solar dryers, radiant energy from the sun is collected on a flat back panel, which heats
air moving past it (Figure 11.13). Air moves in by natural convection, or may be forced
in by fans. The heated air is then passed by the commodity to be dried. The low capital
and utility costs make solar drying attractive in poorer countries.

11.7.3 Batch dryers

In batch dryers, such as tray or rotary dryers, food is loaded on to trays in a chamber
and left until drying is complete. In cabinet dryers, a series of trays containing the food
are stacked in an insulated cabinet, with sufficient space between trays to allow airflow
(Figure 11.12). Air enters the cabinet, is heated and is forced parallel to the trays, then
exits. Baffles are usually provided to direct air and prevent mixing of entrance and exit
air streams. Although simple in design, cabinet dryers have limited throughput, and drying
is often not uniform throughout the drying space. In some cases, the trays are rotated 
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manually to encourage more uniform drying.
They are most suited for small or medium pro-
duction runs, or for pilot facilities. Drying times
are determined by the period between product
loading and unloading. Relatively thin products
including fruits, vegetables, meats, or confec-
tions are tray dried.

11.7.4 Rotary dryers

For particulate solids, a rotary dryer may help
promote uniform and more rapid drying (Figure
11.14). In the rotary cascade dryer, the material
is placed in a rotating cylinder through which a

hot air stream is passed. Flights on the cylinder wall lift and cascade the product through
the air. In a variant, louvres are used instead of flights so that the product is mixed and
rolled instead of dropped. Rotary dryers are used for products such as seeds or starch.

11.7.5 Vacuum dryers

A vacuum system may be connected to a cabinet dryer to lower the vapor pressure of
water in the space surrounding the food, and thus enhance mass transfer of water out of
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the food. In addition, the lower pressure reduces the boiling point, and provides a greater
temperature difference between product and surroundings. The reduced oxygen environ-
ment is also useful for products prone to quality loss from oxidation reactions. The leak-
proof vacuum system requires higher precision engineering, thus greater equipment costs
are expected.

In addition, changeover times are greater due to the need to pull and release the vacuum.
However, drying periods may be longer, as conduction of heat from the heated side wall
through the rarefied air may be limiting. In one variant, microwaves are used to assist the
heating process. A series of magnetrons surrounds the drying chamber. As heating occurs
by radiation, heat transfer rates are rapid. Typically, microwaves at 2.45GHz are used, and
absorption of energy occurs in the rotation of water molecules. Heat transfer by conduc-
tion through the product is also bypassed, so that rapid heating from within can occur. As
low moisture in the product is attained (<15%), the efficiency of microwave absorption
decreases. Attaining low moisture products may be difficult unless the solid material can
convert the microwave energy.

11.7.6 Continuous dryers

To improve product throughput, continuous dryers have evolved. In the tunnel dryer,
one or more insulated chambers 10–15m long are provided, through which a floor-
mounted drive moves a series of trolleys, providing semi-continuous movement (Figure
11.15). The food product is often loaded manually on to shelves on the trolleys, and the
trolleys engaged in the floor drive. Dryer air enters at one end of the tunnel and flows
across the product. Tunnel dryers may be either co-current or counter-current. In the 
co-current models, the air stream travels in the same direction as the product. Thus the
wettest, and coolest, product experiences the hottest, least humid, air. This configuration
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encourages rapid drying in initial phases, where the product stays near the wet bulb tem-
perature. The driest product near the end of the tunnel experiences lower temperature air,
therefore it may experience less quality changes such as browning or case-hardening. In
counter-current dryers, the air stream enters opposite to product movement. One advan-
tage is that the driest, highest temperature air, contacts the lowest moisture product, from
which moisture is hardest to remove.

11.7.7 Belt dryers

For materials that can fit on a conveyor belt, the belt dryer is convenient. Food product
is moved through a drying tunnel on a perforated belt. The conveyor belt may pass back
and forth in order to minimize the dryer footprint. It is also possible to have a spiral belt,
in which product is conveyed in a spiral up or down through the drying chamber. These
dryers may be co-current, counter-current, or incorporate separate zones of both drying
types. Alternately, the air stream may be cross-current and directed through the belt either
from above or from underneath it. The cross-flow configuration may have multiple zones
with differing air speeds or temperature profiles.

11.7.8 Fluidized bed dryer

The fluidized bed dryer is useful for sufficiently small semi-solid food pieces, such 
as peas, blueberries, or granular food ingredients. Here, the product is held aloft in a 
high velocity hot air stream, thus promoting good mixing and heat transfer for 
uniform and rapid drying (Figure 11.16). The air passes through a perforated plate 
from underneath the food and suspends it. Particulate pieces are fed in at one end and 
from above, and help to push along pieces already in the dryer, where they exit at the 
other end. This is encouraged by the fact that lower moisture pieces have lower mass and
density.

11.7.9 Puff-drying

In puff drying, small pieces are placed in a high pressure and temperature environment
for a short time. At elevated pressures, water can remain as a liquid even above 100°C.
The pieces are transferred to atmospheric pressure, at which point water rapidly flashes
from the product. This leaves a very porous product that is easily rehydrated. This can be
particularly useful for small fruit or vegetable pieces that have long falling rate periods
and are subject to extensive shrinkage and hardening.
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11.7.10 Drum drying

In drum drying, a food paste or slurry is
applied directly to one or more heated rotat-
ing drums (Figure 11.17). A variety of means
may be used to apply the food to the drum
surface. In one version, a number of applica-
tor rolls over the drum apply the material, and
the position between applicator and drum con-
trols the width of the food layer. In some
cases, a single applicator is used beneath the
drum. In another version, the food is pumped
or sprayed into the nip between two drums,
and the thickness of the food film is deter-
mined by the spacing between the drums.

Drying time is determined by the speed of rotation. Typically, a flaky product is scraped
off one end of the dryer. One obvious advantage to the drum dryer is that it provides good
heat transfer rates as heating occurs through direct conduction with the product. However,
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it is limited to products that can be formed into a paste or slurry. Such food items include
cereal flakes, dried baby foods, potato flakes, and fruit pulps.

11.7.11 Spray drying

Spray drying offers a useful way of converting liquid food items into powders and other
small, dry particles. A spray drying system includes a feed pump, an atomizer, an air heater,
a drying chamber, and a means for separating and collecting powder from the exhaust air
(Figure 11.18). In the typical operation, the liquid is pumped into an atomizer, which dis-
perses the liquid into fine drops and into a chamber of heated air. There are numerous vari-
ations in spray drying, starting with the means of liquid particle atomization. Pressure
atomization is the most efficient, and used when a narrow particle size distribution is
required. Here, the liquid is forced under pressure through a narrow orifice, which breaks
the liquid apart. The particle size depends on the flow rate through the nozzle and the pres-
sure drop attained. Though more uniform size distributions are attained, coarse particles
in the range of 100–300mm are typical. In centrifugal atomizers, drops are created by
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passing the liquid through a rapidly rotating disk. Fine drops break off at the disc edge
either directly or from break up of liquid ligaments.

A series of vanes may also be incorporated. Although particles are typically under 
100mm in diameter, broader size distributions are created as compared to pressure 
atomizers. Also, as the material flows out horizontal to the atomizer, build up of 
material on the dryer chamber walls is more likely. In the centrifugal atomizer, the 
average droplet size depends primarily on the fluid feed and atomizer rotational 
speed. Liquid droplets may also be formed using the two-fluid, or pneumatic, atomizer.
Here, the liquid is sprayed together with a compressed gas, which provides the energy 
to break up the liquid. Contact of the fluids may occur either in inside or outside of the 
nozzle. Frictional forces cause the liquid food to tear into filaments or large drops, which
are then broken apart into even smaller droplets. Droplet size depends on the absolute and
relative velocity of the fluids as well as upon nozzle characteristics. This type of atomizer
is useful when very fine droplets are require (10–30mm), or where small flow rates are
needed.

Once dispersed into the drying chamber, the fine particles are exposed to heated air. In
co-current dryers, the air is blown in the same direction as the product. In counter-current
dryers, the air flows against the product spray. In some cases, a mixture design is used, as
when the food material is sprayed upward into the chamber, then falling back down under
gravity. Drying time is usually short, and much of it occurs in the constant rate regime.
Thus, the product temperature remains near the wet bulb temperature for much of the time.
One model developed for predicting drying time is:

Eq. (11-13)

where Ta is the air temperature, Twb the wet bulb temperature, kg is the thermal conduc-
tivity of air, ∆Hv the latent heat of vaporization, r the density, w the dry basis moisture
content, d the droplet diameter, and h the surface heat transfer coefficient. The subscripts
o, c, and e refer to initial droplets, those at the critical moisture content between constant
and falling rates, and those at equilibrium, respectively. The first term deals with drying
during the constant rate period, while the second refers to drying in the falling rate 
period.

While larger dried particles may fall out of the air stream, some finer particles get caught
up with the moist exit air. The exhaust air is usually directed to a cyclone separator. As
the stream enters horizontally, a spinning action is created. The heavier particle stream
falls to the bottom as the exhaust air is carried out the top.

A wide variety of products are spray dried including skim milk, liquid eggs, instant
coffee and tea, whey proteins, and enzymes. Spray drying has also been used to create a
variety of encapsulated systems.
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11.7.12 Osmotic drying

Water can also be pulled from a food product by immersing it in a relatively con-
centrated solution of salts or sugars. The food structure acts somewhat like the semi-
permeable membranes found in osmometers or dialysis tubes. In those well-defined cases,
a porous membrane allows water to pass, but not solutes. Water will flow through the
membrane from a dilute solution to a more concentrated one, until the pressure build-up
counteracts the flow. The osmotic pressure is given by:

p = MRT Eq. (11-14)

where M is the molar concentration of a solution separated from pure water by a mem-
brane. A real fruit or vegetable is more complex, but does have semi-permeable cell mem-
branes. Movement of water out of the cells is controlled by the chemical potential of water
on both sides. Chemical potential of water in solution is given by:

mw = mw
o + RT�naw Eq. (11-15)

where mw
o is the chemical potential of pure water in standard conditions. Thus, chemical

potential is directly related to the water activity (aw), and the difference in aw between the
food and surrounding solution determines if water will move in or out of the cells. In
osmotic dehydration, the solution is chosen to have a aw value less than that of the food,
so that water moves out of the cells. In general, aw = g(1 − Xw), where g is a coefficient
and Xs is the mole fraction of solute. For a given mass of added solute, Xs is greater for
smaller molecules, thus solutes such as salt or simple sugars are most effective as osmotic
agents. Typical solutes include NaCl, glucose, sucrose, fructose, lactose, or glycerol.

Osmotic drying is a complex phenomenon. If a solute does not penetrate the food, water
will diffuse from the food’s interstitial spaces. When solutes diffuse into the food, flow of
water from the cells is enhanced. The presence of infused salts or sugars influences the
flavor of the dried fruit or vegetable, which can be desirable or undesirable. Drying often
occurs in two stages, with a more rapid initial rate of water (1–2h) removal followed by
a slower rate. Total drying times are typically 3–8h.

11.7.13 Freeze drying

Freeze drying is a unique means of dehydration, in which water is sublimated directly
from the solid to the gaseous state (Figure 11.19). As there is no liquid state during the
course of drying, the food structure remains solid and immobile, therefore it does not expe-
rience the type of shrinkage found with hot air drying. In addition, as drying occurs at rel-
atively low temperature, there is less impact on flavor, color, and nutrients. To accomplish
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sublimation, the pressure must be reduced below 0.06atm (6.1kPa). Prior to sublimation,
the product must be pre-frozen to a temperature below the eutectic temperature, or glass
transition temperature, to ensure that there is no unfrozen water remaining. This may be
done on freezing shelves in the freeze dry chamber, or by other means outside of the freeze
dryer. Typically, frozen product is placed on or remains on shelves in the chamber. The
chamber is evacuated and the heat of sublimation supplied by the plates or by radiation.
Moisture migrates from the chamber to another compartment, where it is condensed.
Enough heat is supplied so that the vapor pressure of ice at the food exceeds that at the
condenser, and mass transfer of water vapor can occur. However, the sample temperature
should not increase above its collapse point, typically −20 to −40°C during initial stages
of drying. After substantial moisture is removed, the collapse temperature increases.

Drying typically proceeds in two stages. During primary drying, ice is sublimated as
the ice-air interface recedes in the product. Once this occurs, the product appears dry, but
may still contain some 5–10% moisture. During secondary drying, the temperature of the
product is increased, and the residual water is desorbed from the product. Although the
quality of freeze-dried products is high, the cost of freeze drying is prohibitive, due to
long drying times and low throughput. Drying time can be estimated as:

Eq. (11-16)

where r is the density, wo and wf the initial and final moisture contents, L the product 
half-thickness, Ps the vapor pressure of water at the product surface, Po the vapor 
pressure in the bulk, and Kp the permeability of the dried product through which moisture
diffuses.
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Freeze drying is used for higher-value foods, including instant coffee, backpacking
foods, space foods, and select ingredients. In addition, freeze-dried items are brittle, very
hygroscopic, and subject to lipid oxidation. Thus, special packaging is often needed to
preserve the shelf life of freeze dried products.

11.8 Quality Changes during Drying

During drying, many changes occur in the physical properties and quality attributes of
foods. Some of these may be desirable, although many are not. The nature of the changes
depends on the commodity, type of drying, and particular conditions applied. One of the
primary changes is that occurring in the physical structure, as reflected in the density,
porosity, and specific volume of the product. During early phases of drying, cellular struc-
tures are still pliable, and can shrink back into the voids left by vacated water. This leads
to the typical shrunken appearance of air-dried products. As more moisture is removed,
the structure becomes less flexible, and may even enter a glassy state.

In addition, as more moisture leaves, a porous, rigid structure is left behind. In general,
the density of the solid phase increases as more moisture is removed. The apparent density,
including solid structure and incorporated air voids, may decrease or increase at low mois-
ture. The porosity, given by the volume of pores compared to total volume, generally
increases at lower moisture. Both the specific volume and porosity depend on the drying
method and conditions. Freeze drying creates the least shrinking in foods, with high poros-
ity and little change in specific volume. Osmotic drying creates a lower porosity and denser
product. Structural changes also affect how easily a product is rehydrated, as well as the
structure of the rehydrated product.

Color and appearance are also major quality factors when considering dried products.
Browning is a special problem with dried foods, particularly for hot-air dried products.
During drying, such products become darker, with higher degrees of red and yellow. 
Little changes in color are observed with freeze-dried and osmotically dried foods. 
In general, color changes are most dramatic when higher drying air temperatures are 
used. Pretreatments also determine the color of dried products. Pre-infusion with sugars
or citric acid can help limit color changes in fruits. Water and steam blanching can 
help prevent color changes in vegetables, although this can occur with some nutrient 
loss. Sulfur dioxide gas or a dip of 0.2–0.5% sodium metabisulfite applied to fruits inhibit
oxidative and enzymatic processes that lead to browning. However, some consumers may
be allergic to sulfites. The loss or degradation of pigments, including chlorophylls and
carotenoids, can lead to off-colors, such as an olive green versus a grass-green color in
peas or beans.

Food texture is also affected by drying and drying conditions. In general, dried foods
are more firm, and become firmer at lower moisture levels. Material elasticity also dimin-
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ishes at low moisture. For some products, a glassy state is reached, and the material
becomes brittle. This is undesirable in products such as dried fruits and jerky, but con-
tributes to desirable crispness in dried snack foods. While fruits are often dried to a leath-
ery condition, vegetables are most often dried to a more brittle state. Freeze dried products
are often brittle and easily broken.

A particular problem in some dried foods is the phenomenon of case hardening. This
term refers to a tough skin that develops on some fruits, fish, jerky, and other foods. It
most often develops if the temperature is too high in the initial stages of drying, or if low
humidity conditions create large moisture gradients between the surface and interior of the
product. This phenomenon is related to complex chemical and physical changes occurring
at the surface. In some cases, the food may appear dry on the outside, while remaining
fairly moist on the inside. Case hardening also limits the rate of drying, and may promote
mold formation. In addition, case hardened products do not rehydrate well.

For food powders, desirable structure/texture properties are related to the particle size,
bulk density, and ease with which these can be dispersed and rehydrated in water. For
some materials, including dried milk, additional processing is needed. One important 
treatment is that of “instantization.” The milk powder is exposed to water or steam mist
as it settles. This encourages crystallization of amorphous lactose, and causes the fine 
particles to agglomerate. These agglomerated particles are redried on a vibrating fluidized
bed dryer, after which they have much improved flowability, dispersal, and rehydration
properties.

Dried foods may suffer a variety of flavor changes that often, but not always, diminish
quality. High temperatures tend to reduce important volatile flavor compounds, which are
carried away with the drying air. In addition, auto-oxidation of lipids, thermal decompo-
sition, or development of Malliard reaction products between sugar amines can inject 
notes of rancidity or cooked flavor. Dried powders containing lipids are especially 
sensitive to lipid oxidation during storage, which probably explains why only skim 
milk is dried in the United States. Residual enzymes, including hydrolases or lipases, 
may also contribute to flavor deterioration during drying or storage. These are limited by
treatments including blanching, pasteurization, sulfating, and the addition of ascorbic or
citric acid.

Some nutritional factors are also affected by drying. Usually, dried foods retain the same
carbohydrate, fat, protein, caloric, and fiber contents as their moist precursors, but in a
more dense form. For fruits and vegetables, leaching of vitamins can be found during
drying preparations. Minerals may be lost by soaking or other pretreatments, but are not
expected to be destroyed during drying. As vitamins are more sensitive to heat treatment,
they are most labile during the drying process. The degree of vitamin loss is variable, and
depends on the commodity, drying method, pretreatments, and drying conditions. Vitamin
C is perhaps the most sensitive, although some losses of B vitamins may occur. For
blanched vegetables, vitamin A losses are usually minimal.
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11.9 Evaporation

Evaporation is another technique for removing water from foods. However, it differs
from drying in several respects. First, evaporation occurs at the boiling point. By defini-
tion, the boiling temperature is that at which the vapor pressure of water in the product is
equal to the surrounding total pressure. In contrast, while the vapor pressure of water in
a drying product is greater than that in the air, it is still lower than the ambient pressure.
In addition, products to be evaporated are in a primarily liquid state. Liquids such as milk,
juices, sugar solutions, or liquid wastes can be concentrated by evaporation. Also, for
reasons that will become apparent, evaporation is used to concentrate products, but not to
dry them.

While pure water boils at approximately 100°C at typical atmospheric pressures, other
boiling points are possible. The variation of boiling point with pressure can be determined
from a steam chart or table, which shows the variation of vapor pressure with tempera-
ture. For example, the vapor pressure of steam at 40°C is 7.384kPa. Thus, if liquid water
is placed in a chamber evacuated to 7.384KPa, it will begin to boil at 40°C. In essence,
boiling occurs as vaporization occurs throughout the product. This relationship shows that
boiling point decreases with pressure, so that it is possible to evaporate liquid food prod-
ucts at temperatures below 100°C. This is especially advantageous for foods that are
subject to cooked flavors, or suffer other losses of flavor or nutrients at high temperatures.
The boiling point of a liquid food is also dependent upon the concentration of solutes in
the aqueous phase. In general, solutes elevate the boiling temperature of pure water. In
terms of the concentration of solutes, here expressed as mole fraction XB, the boiling point
rise is:

Eq. (11-17)

where To is the boiling temperature of pure water. For dilute solutions, this can sometimes
be estimated as:

∆Tb = 0.51mB Eq. (11-18)

where mB is the molality of solutes in moles of solute per kg of water. Since the basic
purpose of evaporation is to concentrate solids, as the process continues, the remaining
liquid becomes increasingly concentrated with solutes, and thus the boiling point contin-
ues to rise.

The actual boiling point is determined by both operating pressure and solute concen-
tration. One technique for estimating the boiling point of a solution at various operating
pressures is through Duhring charts. It is assumed that there is a linear relationship between
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the boiling temperature of water and that of a solution over a range of pressures (Figure
11.20). As the boiling temperature of water at a given pressure can be found from a steam
table, the corresponding boiling temperature of the solution at that pressure can be deter-
mined from the chart.

11.10 The Basic Evaporator

11.10.1 Pan and batch evaporators

The simplest evaporator contains a chamber in which the product is placed 
(Figure 11.21). The chamber is surrounded by a heat exchanger, which supplies the heat
of vaporization for the product (on the order of 2300kJ/kg of vapor produced). Alternately,
the heat exchanger may be a series of tubes running through the product. The heating
medium is often steam, although electric or other heating might be used. In some pan
evaporators, as are used in concentration of maple syrup, the chamber is an open pan,
allowing vapor to rise directly into the atmosphere. Another simple configuration is a
spherical chamber. Vapor escapes through a portal and is deflected to the atmosphere 
or directed to a condenser. In the batch process, liquid is introduced to a specified level
in the chamber. Heat is applied until the desired concentration of solids is attained. 
The heat is removed, and the concentrated product is pumped out of the chamber. During
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evaporation, the product mixes only by
natural convection. Thus, burn-on or
fouling at the heat exchanger surfaces is
more likely, which also contributes to lower
heat transfer rates.

Evaporation may occur at ambient pres-
sures, but for heat-sensitive products a
vacuum system is employed. One means for
attaining vacuum is through a condenser
system placed in an elevated position. As
water condenses, it falls down a long baro-
metric leg. The pressure at the condenser
(Pc) will be less than the atmospheric pres-
sure (Pa):

Pc = Pa − rgh Eq. (11-19)

where r is the density of water, g is the
gravitational constant, and h is the height 
of fluid. For example, at Pa = 101kPa and 
a height of liquid 5m high, Pc = 52.2kPa.

In some cases, vacuum can be delivered by a protected vacuum pump or a venturi 
system.

11.11 Tube Evaporators

11.11.1 Short tube evaporator

Batch evaporators are generally limited to materials that are not heat sensitive, such as
sugar or saline solutions. The small heat exchange area contributes to long residence times.
Heat transfer can be improved by using a series of tubes to increase the interfacial area
between the liquid food and heating medium. One evaporator with a long history is the
short-tube evaporator. A bundle of tubes, in the order of 5cm in diameter and 3m 
long, extends across a vertical chamber. The product naturally circulates up through the
tubes, then down through a central “downcomer” pipe. Steam is circulated around 
the heating tubes. Water vapor from the boiling product escapes at the surface of the 
liquid. Residence times in short tube evaporators are still relatively long, so these types
of evaporators are used only occasionally in the concentration of sugar cane juice or in
salt processing.
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11.11.2 Rising film evaporator

One widely used tubular evaporator is the rising-film evaporator (Figure 11.22). Long
tubes (2–5cm in diameter and 10–15m long) are part of a tube and shell heat exchanger,
with steam circulated on the shell side. A relatively low viscosity liquid enters the bottom
of the tubes. At the lower end, the liquid begins to boil, and bubbles begin to form midway
in the tubes, growing in size at the upper end of the tubes. This action causes a film of
fluid to rise along the tubes, promoting rapid heat transfer. A liquid-vapor separator breaks
in foam that forms at the top of the tubes. The water vapor continues on to the condenser.
Residence time is relatively short, typically 2–5 minutes. These evaporators take little floor
space, but do require relatively high head-room. In addition, to get sufficient rising action,
a temperature difference of at least 15°C is needed between the product and the heating
medium.

11.11.3 Falling film evaporator

In the falling-film evaporator, the feed is pumped to the top of the chamber, where a
distributor introduces it to the tubes (Figure 11.23). The liquid falls as a film down the
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length of the tubes, at a rate faster than possible with the rising film evaporator. As the
concentrated liquid reaches the bottom, a liquid-vapor separator directs the vapor to the
condenser. With falling film evaporators, recirculation may be required to attain the nec-
essary solids concentration. Falling film evaporators are more appropriate than rising film
evaporators for more viscous liquids, for products with greater heat-sensitivity, or if several
effects are needed. Residence times are typically 20–40 seconds. Heat sensitive products
including milk, juices, and food ingredients can be successfully evaporated in falling-film
evaporators. The design and operating conditions for falling film evaporators is critical.
The surfaces must be adequately wetted to prevent dry spots, crusting, or clogging of the
heating tubes. Falling film evaporators are sensitive to changes in operating conditions,
including product viscosity, feed rate, and operating temperature.

11.11.4 Rising-falling film evaporator

In some cases, the benefits of both rising and falling film evaporators can be realized
by combining them (Figure 11.24). In the rising/falling film evaporator, the feed enters the
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bottom of one set of tubes in a rising film evaporator and is carried to the top. The mixture
of boiling liquid and vapor is directed and distributed to the top of a falling film, where
it falls and the vapor is separated. These evaporators may be helpful when greater ratios
of evaporation to feed rate are needed.

In some cases it is advantageous to force circulation through tubes, particularly for
viscous products or those with suspended solids or crystallizable substances. The circu-
lating pump helps prevent build-up and fouling of heat exchanger surfaces. Recirculation
of product back into the feed stream may be required to obtain sufficient concentration.

11.11.5 Agitated film evaporator

For very viscous, high-solids, heat-labile substances or those subject to excessive
foaming, agitated film evaporators may be useful (Figure 11.25). A large tube serves as
the evaporation chamber. The feed is introduced from the top, and spread as a film on the
walls by rotor blades that sweep the surface of the wall. Turbulence imparted by the rotors
enables rapid heat transfer and continued cleaning of the surface. Residence time is 
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relatively short, typically under 2 minutes. Viscous foods with high solids can be success-
fully evaporated, including fruit and vegetable purees, plant extracts, or fermentation broths.

11.12 Single Effect Evaporators

In the simplest system, a single evaporator chamber operates at a single pressure. The
initial boiling point of the liquid is controlled by this operating pressure. Often, heat is
supplied via steam condensing on the other side of a heat exchanger. The temperature of
the product is raised to the boiling point, and vapor is removed from the product. This
vapor is usually condensed downstream. Calculation of the mass and concentration of
various streams is important to the design of evaporative processes. If mf, mp, and mv are
the mass flow rates of feed, product, and vapor, a total mass balance gives:

mf = mp + mv Eq. (11-20)
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The feed is introduced with a solids fraction xf, and evaporation results in a product 
with solids fraction xp. The amount of solids entering and leaving the system must be 
balanced:

xfmf = xpmp Eq. (11-21)

Energy from the condensing steam is transferred to the product to heat it to the boiling
point, providing the latent heat of vaporization. It is important to determine the quantity
of steam (ms) required, and this may be approached by considering an enthalpy balance
over the system:

mfHf + msHs = mvHv + mpHpmsHc Eq. (11-22)

where Hf is the enthalpy of feed, Hs the enthalpy of live steam, Hv the enthalpy of vapor
from the product, Hp the enthalpy of concentrated product, and Hc the enthalpy of con-
densed steam. This can be coupled with knowledge of the rate of heat transfer determined
by the temperature difference. That is:

q = UA(Ts − Tp) = msHs − msHc Eq. (11-23)

where U is the overall heat transfer coefficient (measuring resistance to heat transfer), A
is the heat exchanger area, Ts is the steam temperature, and Tp the product temperature.

One measure of evaporator performance is the evaporation capacity, given by the kg
vapor produced per hour, and sometimes normalized per square meter of heat exchanger.
It is also important to quantify evaporator efficiency, namely as the amount of vapor
removed from the product as compared to the amount of steam needed for the process.
This is called the steam economy, and is given by:

Eq. (11-24)

For a single-effect evaporator, the steam economy is typically between 0.75 and 0.95.

11.13 Multi-Effect Evaporators

One obvious limitation to single effect evaporators is that vapor emanating from the
product still contains a significant amount of heat. If this vapor is condensed and dumped,
that energy is lost. Unfortunately, the vapor cannot be returned directly to the steam supply.
However, some of the energy may be recovered, either through multi-effect evaporators
or through mechanical recompression of the vapor. In multi-effect evaporators, the vapor
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from one chamber is used in the steam chest of a subsequent evaporator (Figure 11.26).
To ensure heat transfer in the second chamber, the boiling temperature of that product must
be lower than the temperature of the reused vapor. Thus, the pressure in the second effect
is lower than that in the first. Several subsequent chambers may be used, each with the
requirement of lower boiling temperatures and operating pressures. In this way, the steam
economy can be increased from 0.75–0.95 in the case of single-effect evaporators, to in
the order of 4–6 for multi-effect evaporators. However, the number of effects is limited
by capital costs and requirements for greater and greater vacuum.

Multi-effect evaporators may consist of either forward or reverse feeds. In forward feed
systems, the most dilute product is introduced to the first effect, as more concentrated
product is introduced to subsequent effects. This is a simpler system, as product tends to
flow naturally from the first to subsequent effects. In reverse feed systems, the most dilute
feed is introduced in the last effect, and evaporated at the lowest boiling point. This typ-
ically provides greater evaporation capacity, as the most concentrated, and most difficult
to concentrate, liquid is exposed to the highest temperature. However, this may be a more
deleterious system to heat-sensitive products.

11.14 Mechanical Vapor Recompression

Another means of reusing the vapor generated from a product is through mechanical
vapor recompression (MVR). As the escaping vapor is at relatively low pressure, it cannot
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be reused directly in the steam supply of a single effect evaporator (Figure 11.27). One
way to increase the pressure and temperature of the vapor is by passing it through a spe-
cially constructed compressor, at which point it can be introduced to the steam supply of
the evaporator. If, for example, a product boils at 50°C and is heated by steam at 70°C,
the product vapor has a vapor pressure of 12.35kPa, while the steam has a vapor pressure
of 31.19kPa. The compressor would need to raise the low pressure vapor to 31.19kPa to
be reused. To convert water to steam requires in the order of 2,350kJ/kg, depending on
the desired steam temperature. Obviously, energy is required to operate a compressor, but
the energy needed is typically 5–10% of that required to generate new steam. Some cal-
culations suggest that the energy efficiency of MVR is equivalent to that attained by a
10–20 effect evaporator.
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MVR may be accomplished by positive-displacement, centrifugal, or axial-flow com-
pressors. Often, an electric motor drives the compressor, but diesel motors have also been
used. When lower pressure steam is involved, it may be possible to use a steam-driven
turbine. MVR compressors are usually rapidly revolving fans capable of handling large
volumes of vapor and operating at low pressures.

Another approach to raising the temperature and pressure of vapor is through thermal
vapor recompression (TVR). In this approach, high pressure steam is introduced through
a nozzle jet to compress the lower pressure vapor. The rapidly moving high pressure steam
sucks the low pressure vapors into the system. The mixture is introduced to a diffuser,
where deceleration helps increase the pressure.

11.15 Quality Changes During Evaporation

As with dehydration, evaporation may result in some quality changes in food products.
The operation often occurs at elevated temperatures and in conditions that tend to remove
aromatic volatiles from the product. This may result in flavor loss, cooked flavors, or a
decrease in vitamin content. Evaporation may be used in production of concentrates, such
as evaporated milk, that are to be used in confections and other products. Historically, the
concentration of fruit juices has relied substantially on evaporators. These products could
be readily shipped, even in the frozen state, then reconstituted with water at a later time.
Recently, increasing demand for “fresh-like” flavor has increased the production of single-
strength juices that are not evaporated. Evaporation is still used substantially in the 
processing of sugar, syrups, tomato products, and dairy products, as well as in the 
concentration of waste streams. Evaporation may also be a precursor to other unit opera-
tions, as in the concentration of solids prior to spray drying.

11.16 Conclusion

Drying and evaporation remain important processes for concentrating solids or remov-
ing water from food products. They are mature technologies that can result in very good
foods. An increasing desire for minimally-processed foods, however, has driven research
into processing that causes the least amount of change in a product. This has caused some
processors to move away from drying and evaporation, toward the development of dryers
and evaporators that produce minimal alterations in flavor and color. In addition, concerns
with energy costs continue to push for development of improved processes and designs
that minimize the extensive need for energy during drying and evaporation.
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12 Food Freezing Technology

K. Muthukumarappan and Chenchaiah Marella

South Dakota State University, Brookings, SD, USA

12.1 Introduction

Food is one of the basic needs of mankind, which is met from animal and plant sources.
As food is highly perishable, in order to make it available throughout the year and at all
locations, it needs to be preserved by proper processing. Commonly employed processing
techniques are canning, thermal processing such as pasteurization and sterilization, con-
centration, dehydration, fermentation, chemical preservation, freezing, freeze drying, etc.
Preservation by lowering the temperature is well known and has been in use for a long
time. Use of ice–salt mixtures for freezing foods is known from the mid-1800s. In the
United States, a patent was granted to Enoch Piper in 1861 for freezing fish. In England,
a patent was granted to H. Benjamin in 1842. Commercial exploitation of food freezing
started with the advent of mechanical refrigeration in the late nineteenth century. From the
mid-twentieth century, frozen foods started competing with canned and dried foods
(Desrosier and Desrosier, 1982).

Nowadays, food freezing has become one of the important unit operations in food pro-
cessing and preservation. Almost all food products—whether raw, partially processed, or
prepared foods—can be preserved by freezing. In the processed foods sector, the consumer
preference for frozen food is even higher than that for dried and canned products. This is
mainly visible in the case of the meat, fruit, and vegetable sectors. Freezing gives added
value and a feeling of freshness to the products.

In thermal processing, foods are exposed to high temperatures leading to thermal shock
to the food, loss of nutrients, changes in flavor and texture attributes, etc. In chemical preser-
vation and fermentation, the initial product properties are modified to a larger extent.
However, food freezing involves the removal of heat from the product. This results in con-
verting water into ice and consequent reduction of water activity. The growth of microor-
ganisms and enzymatic activity are reduced due to unavailability of water. The success of
food freezing as an important unit operation in food preservation is mainly attributed to the
fact that foods retain their initial quality such as nutritive value, organoleptic properties, etc.

Successful food freezing technology depends on delivering good-quality products to the
consumers at a reasonable cost. Also good initial quality of the product leads to a better
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frozen food. In prepared foods, maintaining sanitary conditions during preparation and
eliminating post-process contamination give a good-quality end product. Better under-
standing of the process of freezing, selection of the right equipment to give less mechan-
ical damage to the product during processing, and maintaining proper freezing rates, proper
packing, handling, and storage conditions lead to better-quality products. Where as accu-
rate prediction of freezing time, selection of energy efficient equipment, proper automa-
tion, taking the advantage of freezing aids such as ice nucleating agents, tracking the
freezing front with MRI, etc., can reduce the processing costs. New freezing techniques,
such as high-pressure freezing, de-hydro freezing, etc. will be helpful in obtaining better-
quality products and in reduction of processing costs.

12.2 Freezing Point Depression

Freezing point is the temperature at which the ice crystals are in equilibrium with the
water in a food material. Pure water freezes at 0°C at atmospheric pressure. Freezing points
of several foods are available in the literature (Desrosier and Desrosier, 1982; Heldman
and Singh, 1981; Fellows, 2000). Freezing point of any food product will be lower than
that of pure water. This is because food products contain various solutes and their pres-
ence depresses the freezing point. The degree of this level depends on the concentration
of solutes in the food product. During freezing, as more and more water is converted into
ice, the concentration of solutes increases causing the freezing point depression. The extent
of this depression can be obtained from thermodynamic relationships based on equilib-
rium between the states of the system. The freezing point depression of any food product
can be estimated using the following equation (Heldman and Singh, 1981; Fennema and
Powrie, 1964):

Eq. (12-1)

where λ′ is latent heat of fusion (J/mol), Rg is the gas constant (J/mol K), TAo is absolute
temperature of pure substance (K), TA is absolute temperature (K), and XA is mole 
fraction.

12.3 Freezing Process

When a food product is exposed to a low-temperature medium in the freezer it starts
loosing heat due to heat transfer from the product to the surrounding medium. The surface
of the food experiences rapid changes in the temperature when compared to the inner part
of the product. Changes in temperature of the product measured at the thermal center for
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an aqueous solution and water during freezing are presented in Figure 12.1. The thermal
centre is the point that cools slowest and is the geometric centre of the product. The freez-
ing curve for pure water, as shown in Figure 12.1, is points 1-2-3-4-5-6. As heat is removed
from water the temperature starts falling and reaches some value below the freezing point.
Further removal of heat from the product results in crystallization of water with phase
change and thus ice crystal formation. This proceeds at constant temperature and the heat
removed is known as latent heat. Once all the water is converted into ice, further removal
of heat results in a decrease in temperature.

Curve 1-2-3′-4′-5′-6′ in Figure 12.1 represents the freezing curve for a food product
(such as an aqueous solution). During freezing of any food product, the initial tempera-
ture of the product is considerably above the freezing point. As heat is removed, during
the first stage (curve 1–2) the temperature falls to the freezing point of the food and is
always less than 0°C. During the second stage, further removal of heat brings the product
temperature to much below the freezing point (curve 2–3′). This temperature is known as
the super cooling temperature and at times it is as low as 10°C below the initial freezing
temperature. This super cooling temperature is slightly higher than that of pure water
because the presence of solutes acts as nuclei and the crystallization starts early when com-
pared to pure water (Goff, 1992). The heat removed during this process is known as sen-
sible heat. During the third stage (curve 3′–4′), crystallization of water starts and due to
release of latent heat of crystallization, the temperature of the whole mass slightly increases
toward the freezing point. This temperature increase is always less than that for pure water
because the presence of solutes lowers the freezing point of the product.
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During the fourth stage (curve 4′–5′) the temperature of food starts decreasing as further
heat is removed. As food products contain solutes, their concentration continues to increase
as more and more water is converted into ice crystals. This increased solute concentration
depresses the freezing point of the food and hence the curve is not horizontal. At a certain
temperature, known as eutectic temperature, the solute crystallizes out. During the fifth
stage (curve 5′–6′) the temperature of the product decreases toward the freezing medium
temperature.

The amount of water frozen in a food product is dependent on the temperature of 
freezing. The relation between the freezing temperature and fraction of water frozen 
for some foods is shown in Figure 12.2. It is clearly seen from the curves that not all 
the water present in the food product is frozen at normal freezing temperature of −18°C.
In some foods, even at −40°C, some water still remains in an unfrozen state and it is 
not economical to freeze the product to such a low temperature in order to freeze all 
the water. Data on water contents, unfrozen water fraction at different temperatures 
for different foods, is available in the literature (Dickerson, 1968). Unfrozen water 
present in the food at a given freezing or frozen storage temperature can be estimated when
initial freezing temperature and moisture content of the product are known (Heldman,
1992).
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12.4 Phase Change and Ice Crystals Formation

As the temperature of the food product is reduced to below freezing point, water starts
forming into ice crystals. Ice crystal formation can be due to a combination of water mol-
ecules, known as homogeneous nucleation or formation of a nucleus around suspended
particles or cell walls, known as heterogeneous nucleation (Fellows, 2000). Homogeneous
nucleation occurs in the substances free of any impurities that act as nuclei. In the case of
food products, heterogeneous nucleation is more common. Heterogeneous nucleation
occurs when water molecules aggregate on a nucleating agent such as wall of the con-
tainer, foreign body, or insoluble material (Sahagian and Goff, 1996). A third type of nucle-
ation, known as secondary nuclei, is formed when the crystals are split as a result of
attrition forces between the crystals and the walls of the freezer or impelling of the crys-
tallizers. This type of crystallization gives uniform size of crystals and is more relevant in
the freeze concentration of liquid foods where formation of large crystals with less devi-
ation in size is required (Franks, 1987).

Generally in food freezing the temperature is reduced from some initial value above the
freezing temperature to some value below the initial freezing temperature. In this process
a temperature range of 0 to −5°C is known as the critical zone. The time taken by a food
product to pass through the critical zone determines the number and size of ice crystals
that are formed. The effect of the freezing rate on the time taken by any product to pass
through the critical zone is shown in Figure 12.3. As can be seen from the figure, slow
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freezing keeps the product in the critical zone for a longer time when compared to fast
freezing. High heat transfer rates and hence a high rate of freezing gives a large number
of small ice crystals, while slow freezing gives a small number of large ice crystals. Slow
freezing gives more time for the water molecules to migrate to the growing nuclei, result-
ing in large-size crystals.

Formation of large ice crystals will alter the structure of the food and causes loss of
quality of the frozen product. Large ice crystals pierce the cell wall causing damage to the
cells. This damage is greater at low freezing rates (Otero et al., 2000). Retaining high
product quality depends on controlling the ice crystal size during freezing, preventing
recrystallization during frozen storage, etc. Addition of antifreeze proteins will be of
advantage as they lower the freezing point and prevent recrystallization during frozen
storage (Feeney and Yeh, 1998).

12.5 Product Heat Load

Total heat load on a refrigeration system required for a specific freezing process include
product heat load, heat generated in the freezer due to blowers, lighting, heat gain, etc.
Product heat load is the main contributor to the load on the freezer. It can be estimated
from enthalpy changes during freezing process.

The total enthalpy includes sensible heat removal from initial temperature to freezing
temperature, latent heat removal during phase change, and sensible heat removal from
initial freezing temperature to final storage temperature. Mathematically total enthalpy can
be represented as

∆H = ∆Hs + ∆Hu + ∆HL + ∆HI Eq. (12-2)

where the terms on the right-hand side of the equation represent the sensible heat removed
from the product solids (∆Hs), the sensible heat removed to reduce the unfrozen portion
of the product to the storage temperature (∆Hu), the latent heat removed (∆HL), and the
sensible heat removed to reduce the frozen portion of the product to the storage temper-
ature (∆HI).

Sensible heat ∆Hs is given by

∆Hs = msCps(T − Ti) + msCps(Ti − Tf) Eq. (12-3)

where ms is the mass fraction of solids and Cps is the specific heat of solids, T is the 
initial temperature, Ti is the initial freezing temperature, and Tf is the final storage 
temperature.

Change of enthalpy due, to unfrozen part of the product, can be expressed as
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∆Hu = muCpu(T − Ti) + mu(T)Cpu(T)(Ti − Tf) Eq. (12-4)

where Cpu is specific heat of the unfrozen part.
Similarly, for frozen part (ice),

∆HI = mI(T)CpI(Ti − Tf) Eq. (12-5)

where mI is the mass of ice and CpI is the specific heat of ice.
Latent heat portion is given by

∆HL = mf (T)L Eq. (12-6)

All the above equations can be written in differential forms. Unfrozen and frozen por-
tions of product at any temperature below the initial freezing point can be calculated by
Equation (12-1). One limitation of this method of estimation of enthalpy change is the
lack of accountability of solute crystallization. As most of the food products are multi-
solute systems and some solutes crystallizes out at their eutectic points, the latent heat of
crystallization is not accounted for in the estimation of total enthalpy.

12.6 Freezing Time Estimations

All the food products contain some solutes. It is not possible to freeze all the water
present in the food product at a particular temperature, such as freezing point. As more
and more water is converted into ice, the increased concentration of solutes causes the
freezing point to depress. It is difficult to assign a clear-cut endpoint to a freezing process.
To calculate the time required to complete a freezing process, the time required to reduce
the temperature of the product, measured at the thermal centre to some required temper-
ature, leading to crystallization of most of the water and some solutes, is taken as the end-
point to freezing.

The freezing rate that influences the time of freezing and quality of the product can be
defined as the difference between the initial and final temperatures of the product divided
by the freezing time (°C/s). It can also be expressed as the ratio of distance between the
surface and thermal center of the food and time elapsed between the surface reaching 0°C
and the thermal center reaching 5°C below the temperature of initial ice formation at the
thermal centre. The depth is measured in centimeters and the time in hours, giving units
of cm/h for freezing rate (I.I.R., 1971).

Estimation of freezing time is the main factor in any food freezing operation. Freezing
time decides the refrigeration plant capacity needed for freezing operation. The concept
of thermal arrest time, the time required to reduce the product temperature to some stated
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temperature below the initial freezing point is used in these estimations. During freezing,
heat is conducted from the interior of the food to the surface and then conducted or con-
vected to the freezing medium. Factors that influence this process are thermal conductiv-
ity, thickness, density, surface area of the food, temperature difference between product
and freezing medium, and resistance offered by the boundary layer surrounding the
product. The prediction of freezing time is complicated due to the fact that properties of
the food, such as thermal conductivity, density, and specific heat change with temperature,
differences in initial temperature, size, and shape of the foods.

12.6.1 Plank’s equation

The simple straightforward equation for prediction of freezing times is given by Plank
(Heldman and Singh, 1981; Earle, 1983). Derivation of the equation involves combining
basic conduction equation and convection equations and equating this to latent heat of
freezing liberated as water is converted into ice. The most general form of Plank’s equa-
tion is

Eq. (12-7)

where tf is freezing time (s), ρ is density of the product (kg/m3), L is latent heat of fusion
(J/kg), Ti is initial freezing temperature of the food (°K), Tm is freezing medium temper-
ature (°K), a is thickness of the slab or the diameter of the sphere or infinite cylinder (m),
h is surface heat transfer coefficient (W/m2 K), k is thermal conductivity of the frozen food
(W/mK), and P and R are geometric factors.

For the infinite slab, P = 1/2 and R = 1/8. For a sphere, P and R are 1/6 and 1/24, respec-
tively, and for an infinite cylinder, P = 1/4 and R = 1/16.

The effect of shape of the food product on freezing time can be known from 
geometric factors. A slab of thickness “a” and a cylinder and sphere of diameter “a” 
will have freezing times of 6 :3 :2 respectively when exposed to the same freezing 
conditions.

12.6.2 Factors affecting the freezing time

The time required for the product to freeze is influenced by the product physical and
thermal properties, the properties of the freezing medium, and heat transfer coefficients.
It is clear from Plank’s equation that freezing time increases with increase in density of
the product, latent heat of freezing, and size or thickness of the product, whereas freezing
time decreases with an increase in difference between initial freezing temperature of the
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product and freeing medium temperature, thermal conductivity, and convective heat trans-
fer coefficient.

As the size of the product increases the freezing time increases. This is because of the
increase in latent heat and sensible heat to be removed. In addition to this, as the product
size increases the internal resistance to heat transfer increases, requiring more time for the
removal of heat. In any heat transfer process the driving force for heat flow is the tem-
perature difference between the heating or cooling medium and the product. As the freezer
temperature decreases the driving force increases, resulting in a reduced freezing time. In
the case of air blast freezers, convective hear transfer coefficients have a more pronounced
effect on freezing time, an increase in their values drastically reduces the freezing time.

12.6.3 Modified Plank’s equation

Plank’s equation assumed only convective heat transfer between the food and the freez-
ing medium, sensible heat load of the product not being taken into consideration. The
freezing point of the food product is not the same throughout the process as concentration
of solutes influences the freezing point. As water is converted into ice, the density of the
product decreases whereas Plank’s equation assumes a constant value for it. The specific
heat and thermal conductivity of the food are also not constant. The thermal conductivity
of ice is approximately four times that of water. These limitations are taken care of in mod-
ifications to Plank’s equation (Leiva and Hallstrom, 2003; Fricke and Becker, 2004).
Plank’s equation assumes that the food product is at its freezing temperature and does not
take into account the sensible heat above and below the freezing. Sensible heat portions
and variations in temperature during freezing have been incorporated in the Plank’s equa-
tion (Cleland and Earle, 1977, 1979). Constants P and R are calculated incorporating Biot,
Plank, and Stefan numbers. These non-dimensional numbers take into account the effects
of heat load above and below the initial freezing point.

The Biot number, Bi, is defined as follows:

Eq. (12-8)

where “a” is the characteristic dimension. It is twice the distance between the surface and
the thermal center of the food. For a slab, it is the thickness and for a cylinder or sphere,
it is the diameter; h is the convective heat transfer coefficient, W/m2 K and k is the thermal
conductivity, W/mK.

The Plank number, Pk, is defined as:

Eq. (12-9)P
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where Cu is volumetric heat capacity of the unfrozen phase (J/m3 K), T is initial 
temperature of the food (K), Ti is initial freezing temperature of the food (K), and ∆H is
volumetric enthalpy change of the food between initial freezing and the final food tem-
perature (J/m3).

The Stefan number, Ste, is similarly defined as:

Eq. (12-10)

where CI is volumetric heat capacity of the frozen phase (J/m3 K) and Tm is the freezing
medium temperature (K).

The values of P and R are calculated with the expressions given in Table 12.1. Freez-
ing time estimations for different product shapes, conditions, modifications, etc. have been
discussed in detail (Michelis and Calvelo, 1983; Huns and Thompson, 1983; Cleland and
Earle, 1982, 1984).

The modified Plank’s equation takes the form:

Eq. (12-11)

The volumetric enthalpy change, ∆H10 (measured between the initial freezing temper-
ature and final temperature at the center, assumed to be −10°C) replaces the latent heat of
freezing and density in the original Plank’s equation.
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Table 12.1 Expressions for P and R Values (Cleland and Earle, 1977, 1979)

Shape of the Food Expression for P and R

Infinite Slab P = 0.5072 + 0.2018Pk + Ste [0.3224Pk + + 0.0681]

R = 0.1684 + Ste (0.2740Pk − 0.0135)

Infinite Cylinder P = 0.3751 + 0.0999 Pk + Ste [0.4008Pk + + 0.5865]

R = 0.0133 + Ste (0.0415Pk + 0.3957)

Infinite Sphere P = 0.1084 + 0.0924Pk + Ste [0.2318Pk − + 0.6739]

R = 0.0784 + Ste (0.0386Pk − 0.1694)

0 3114.
Bi

0 0710.
Bi

0 0105.
Bi



12.7 Freezing Equipment

The type of equipment used for a particular product depends on a variety of factors.
The sensitivity of the product, the size and shape of the product, finished product quality
required, the production rate, space available, investment capacity, type of cooling medium
used, etc. decides the type of equipment selected. Freezing equipment can be grouped,
based on a variety of criteria, as given below:

(1) Using direct contact with a cold surface. Here the product, either packed
or unpacked, will be in direct contact with a metal surface during the freez-
ing process. This group includes plate freezer and scraped surface freezer.

(2) Using air as cooling medium. Here air at a very low temperature is used
for freezing the food products. Still air freezers, air blast tunnel, belt freezer,
spray freezer, fluidized bed freezer, and impingement freezers fall under
this category.

(3) Using liquids as coolants. In this very low temperature liquids are used for
freezing the products. The liquids may be sprayed on to the product or the
products may be immersed in the liquids. This group includes immersion
type and cryogenic freezers.

In order to select the right type of equipment for freezing, it is essential to know the
salient features of these freezers. The following discussion gives some important features
of these equipments. In addition to this, data on convective heat transfer coefficients and
freezing times given in Table 12.2 will be useful in selecting the right equipment.

12.7.1 Direct contact freezers using cold surface

12.7.1.1 Plate freezers

In plate freezers, the metal wall of the plate separates the cooling medium and the
product. In the freezing of packaged food products, the packaging film also acts as a sep-
aration layer and adds its own resistance to heat transfer. Plate freezers can be double-
plate or multi-plate arrangements. The plates are hollow in construction and the cooling
medium is arranged either in coils or flooding the hallow plate. Plates in the plate freezer
are arranged in an insulated cabinet. Heat transfer between the plates and the product is
mainly by conduction mode. As shown in Figure 12.4a, in a double plate freezer the freez-
ing proceeds from both sides of the product. Air pockets or air film between the plates and
food packages offer resistance to heat transfer. In order to avoid this, in multi-plate 
configurations, plates are subjected to a slight pressure to the order of less than one bar
(Figure 12.4c). This will create better contact between the plates and the food packets and
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eliminate any air pockets or air film between them. Care should be taken to prevent damage
and collapse of packages when pressure is used. Generally spacers are provided to prevent
this problem. In case of loosely packed foods, a stagnant air film inside the packet offers
resistance to heat transfer. Plate arrangement in a multi-plate freezer can be horizontal, as
shown in Figure 12.4c, or vertical as shown in Figure 12.4b. Horizontal plates are mainly
used for products of regular size and rectangular shape. A vertical plate arrangement is
used for unpacked, deformable food such as fish and meat products. Liquid and semisolid
foods can also be frozen in vertical plates freezers.

The number of plates depends on the capacity of the system and may be up to 20 plates.
Flat packaged foods, ice cream, whole fish, meat pieces, and packaged vegetables are some
of the products frozen in plate systems. Plate freezers are compact, require less floor and
head space, and gives very high freezing rate. The throughput for the unit volume of the
freezer is high when compared to air blast freezers.
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Table 12.2 Typical Convective Heat Transfer Coefficients and Freezing Times for
Different Freezing Systems (Fellows, 2000)

Method of Convective Heat Transfer Freezing Time at Food
Freezing Coefficient, W/m2 K −18°C (min)

Still air 6–9 180–4320 Meat carcass

Blast, (5m/s) 25–30 15–20 Unpacked peas

Blast (3m/s) 18 — —

Spiral belt 25 12–19 Hamburgers, fish fingers

Fluidized bed 90–140 3–4 Unpacked peas
15 Fish fingers

Plate 100 75 25kg blocks of fish
25 1kg carton vegetables

Scraped surface — 0.3–0.5 Ice cream

Immersion 500 10–15 170g card cans of 
(Freon) orange juice

0.5 Peas
4–5 Beef burgers, fish fingers

Cryogenic 1,500 0.9 454g of cake
2–5 Hamburgers, seafood

0.5–6 Fruits and vegetables



12.7.1.2 Scraped surface freezer

This type of freezer is mainly used for liquid and semisolid foods with or without par-
ticulates. It consists of two concentric cylinders, the outer one being insulated to prevent
heat gain from the surroundings. The cooling medium flows in the annular space between
the two cylinders, whereas the food is contained in the inner cylinder. A scraper rotates
inside the inner cylinder to scrape the frozen product layer from the freezer surface. This
keeps the metal surface clean and gives high heat transfer coefficients. Scraped surface
freezers can be operated in batch mode or continuous mode. The product is frozen rapidly
and the fast freezing gives a large number of small ice crystals in the product. This type
of freezer is extensively used in the ice cream manufacturing industry.

12.7.2 Freezers using air as cooling medium

12.7.2.1 Still air freezers

Still air freezers are similar to cold stores. They are relatively large in size and serve
the purpose of freezing as well as the storage of the product. Refrigerant coils are 
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generally located at one side of the room. Air flows in the room at very low velocities.
The convective heat transfer coefficients are very low and the freezing requires longer
time. The slow freezing may lead to quality damage to the product due to formation of
large size of ice crystals. Weight lose of the product especially unwrapped products will
be more as the product is in contact with the air for a long time.

12.7.2.2 Air blast tunnel

Air blast tunnel freezer consists of an insulated tunnel in which the cooling air is cir-
culated by fans or blowers. The product to be frozen is placed on trolleys, hooks, or con-
veyors and these pass through the tunnel. In batch mode, as shown in Figure 12.5a, product
trolleys are kept inside the tunnel for the required resistance time and are removed in order
to take in a fresh batch. The air flow arrangement can be horizontal or vertical in relation
to the product. In continuous systems, as shown in Figure 12.5b, the product trolleys will
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be entering the tunnel at one end and after passing through in the required residence time
will come out at the other end.

A continuous moving conveyor can also be used in these systems. Continuous systems
can have co-current or counter-current air flow arrangements. When compared to co-
current flow, counter-current flow arrangement will give better heat transfer rates and high
temperature differences between the product and cooling air. The temperature of air used
in these systems is −30 to −40°C and air velocities are 3–6m/s. Residence time of the
product in the freezer depends on the type and size of the product, temperature, and veloc-
ity of air. Air blast freezers are simple and easy to operate. They are very flexible in the
sense of the wide range of product shapes and sizes that can be accommodated. However,
low efficiencies, poor heat transfer coefficients, nonuniform distribution of air, substantial
moisture evaporation especially from unwrapped foods, are some disadvantages with these
systems.

12.7.2.3 Belt freezer

Belt freezers consist of a continuous stainless steel or plastic belt moving in an insu-
lated room. Belt freezers can be straight belt types (Figures 12.6a and 12.6b) or spiral belt
types (Figure 12.6c). Products either in solid or liquid form can be frozen in this type of
freezer. In the case of solid foods, perforated belts are generally used and air can be forced
upward through the belt. The upward movement of air can partially lift the product, giving
high heat transfer rates and free flowing nature to the frozen product. Air velocities in the
range of 1–6m/s are generally used in these systems. The product is loaded at one end of
the room and is either scraped from the belt surface at the other end or pops up due to
brittle nature of the frozen product. Heat transfer occurring in theses systems can be con-
vection and conduction. When high capacities and quick freezing are required, cryogenic
gas spray can be used from the top. In a spiral belt freezer, a continuous conveyor belt
moves around a cylindrical drum, for up to 50 rounds. These systems require higher head
space when compared to straight belt systems. Air flow can be upward or downward
through the spirals. As it accommodates a long conveyor belt, this arrangement gives
longer product residence times. This type of arrangement is well suited for products requir-
ing longer freezing times, packaged products, and larger-size products.

12.7.2.4 Fluidized bed freezer

It consists of a perforated metal plate on which a bed of particles rests. Cold air at high
velocities is forced through the perforated plate. At low air velocities, the air merely per-
colates through the bed but as the air velocity is increased the pressure drop across 
the bed increases and when it equals the ratio of weight of the bed and area of the bed,
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incipient fluidization occurs. At this point, the entire bed of the particles is physically lifted
from the bottom plate. The particles start vibrating around themselves. This reduces the
resistance in the boundary layers and gives very high heat transfer coefficients. Air used
as cooling medium is generally at a temperature of −40°C and velocity of the air depends
on the product size, density, and fluidization characteristics. The heat transfer in fluidized
beds is by convection between the product and the cooling air, and conduction between
the adjacent particles as well as between the particles and the support plate.

Automatic discharge of the product from the bed can be achieved by providing vibra-
tions or making the support plate slightly inclined. The residence time of the product in
the bed depends on the feed rate, volume of the bed, and is controlled by an overflow
weir/plate. A fluidized bed freezer can also be used for packaged foods but the packing
film offers its own resistance to heat transfer. The bed to particle heat transfer mechanisms
for small and large particles is well described and a two to three times increase in heat
transfer coefficients is reported when compared to forced air convection (Sheen and
Whitney, 1990). Over and above a certain heat transfer coefficient, the internal resistance
of the product becomes the limiting factor and will not help achieve reduced freezing time.
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Hence it is recommended to identify the upper limit of convective heat transfer coefficient
for different food products in fluidized beds. A fluidized bed freezer works on the indi-
vidually quick freezing concept and the particles are frozen as individual particles giving
free flowing characteristic to the product. In fluidized beds, the moisture loss will be of
the order of 2%. The product should be of uniform size and shape. The products frozen
include diced carrot, peas, corn kernels, small onions, and vegetables.

12.7.2.5 Impingement freezer

In conventional air blast freezers, using cold air stagnant boundary layer of air sur-
rounding the product offers high resistance to heat transfer. Due to a poor convective heat
transfer coefficient, freezing rates are low and large ice crystals will be formed leading to
a poor-quality product. Impingement freezer is a type of blast tunnel freezer in which cold
air at very high velocity is impinged against the food from top or bottom or from both
directions. The impingement disrupts the boundary layer of air surrounding the product,
thereby eliminating the boundary layer resistance to heat transfer. This technique is being
used in freezing of bakery products, candy cooling, and onboard freezing of fish fillets
(Salvadori and Mascheroni, 2002). Foods that do not contain surface particles and 
toppings, chicken, meat, and bread dough, are frozen in this type of freezer. Nozzles 
used in impingement freezers have a great influence on the air flow and may have 
single holes, orifices, or jet tubes. Impingement freezers require low processing times, give
higher throughput, and product weight loss will be low as freezing is completed in less
time.

12.7.3 Freezers using liquids as cooling media

12.7.3.1 Immersion type

In this system, glycol or brine, water-solute mixtures such as sugar alcohol, propylene
glycol-water mixtures, are used as coolants. Generally, packaged products are frozen in
immersion systems. Freezing is fast due to direct contact and very low temperatures of
the freezing medium. Liquid foods can also be frozen in these systems, in which case 
the belt conveyor used will have long corrugations, with the product being placed in the
corrugations. The coolant is sprayed from the bottom of the belt. There is no direct 
contact of the food with the cooling medium. Alternatively, the corrugated belt can be
arranged to pass through a bath of the freezing medium, giving an immersion-type
arrangement. However, the top of the corrugation is above the coolant surface thereby 
preventing direct contact of product with the coolant. Nowadays, these systems are not
commonly used.
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12.7.3.2 Cryogenic freezers

Cryogenic freezing came into existence in the 1960s with the introduction of cryogens
such as liquid nitrogen and carbon dioxide. Cryogenic liquids have very low boiling points.
The boiling points of liquid nitrogen and liquid carbon dioxide are −196°C and −79°C,
respectively. Cryogens are colorless, odorless, and chemically inert. They give large tem-
perature differences and high heat transfer rates. Enthalpy of liquid nitrogen and liquid
carbon dioxide are 228.7 and 310.3kJ/kg, respectively.

A cryogenic freezer consists of an insulated chamber in which a metallic perforated belt
moves continuously. The belt is loaded with the product at one end and at the other end
the frozen product is unloaded. The entire belt length can be subdivided into a number of
sections, such as a pre-cooling section, spray or immersion section, and equilibrating
section. A pre-cooling section helps in reducing the product temperature close to −70°C.
This prevents freeze cracking damage to the product when it is exposed to direct contact
of the cooling medium in subsequent immersion or spray section. In the immersion/spray
section, the products comes in contact with liquid nitrogen, giving a product temperature
of the order of −190°C. Attaining such a low temperature is possible because the evapo-
rating liquid nitrogen gives very high convective heat transfer coefficients.

In the case of liquid CO2, when high pressure liquid is released to the atmosphere it
forms vapor and dry ice in almost equal proportions. Conversion of liquid CO2 to vapor
requires some time for sublimation and hence the coolant is sprayed close to entrance of
the freezer. Figures 12.7a and 12.7b show the immersion and spray types of cryogenic
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freezers. The latest modification to cryogenic freezers is cryomechanical freezers, com-
bining the advantages of both cryogenic and mechanical freezers. The product is first
immersed in liquid cryogen and then moved to a mechanical section that can be a spiral,
tunnel, belt, or spray freezer. The vapors generated in the cryogenic section can be used
in the mechanical section, where the final temperature is reached. Combining cryogenic
and mechanical systems gives reduced freezing time, reduced product weight loss, high
throughput, improved product quality, and improved efficiency (Agnelli and Mascheroni,
2002).

12.8 Effects of Freezing and Frozen Storage on Foods

Any addition or removal of heat from the food product brings about several changes to
the food. The properties of ice and water are different. As freezing converts water into ice
the resulting food product is influenced by the properties of ice. Growth of microorgan-
isms and enzymatic activities are influenced to a greater extent by reduced water activity
in frozen foods. The size and number of ice nuclei formed will have greater effect on
product quality in terms of degree of damage to bacterial cells as well as product tissues.
Weight loss of the product and drying of surface sometimes leads to unacceptable product
quality. Conditions during storage and transportation, especially temperature fluctuations,
will influence the recrystallization and product quality. As the storage temperature
decreases, the shelf life of the product increases. The effect of freezing and frozen storage
on food quality and properties is well documented (Fellows, 2000; Otero et al., 2000;
Jeremiah, 1996; Kessler, 2002; Singh and Wang, 1977; Rahman, 1999; Leniger and 
Beverloo, 1975). Effects of freezing and frozen storage on food quality are broadly 
discussed below.

12.8.1 Effect freezing on physical characteristics

When water is converted into ice, the volume increases by 9% at 0°C and by 13% at 
−°C (Kalichevsky et al., 1995). Similarly, when foods are frozen its volume will increase.
Moisture content, freezing temperature, and presence of intra-cellular spaces influence the
degree of this increase. Cell damage may also occur due to freezing. This may be due to
mechanical action of ice crystals or osmotic drying. Muscle foods suffer less damage due
to their fibrous mature whereas fruits and vegetables suffer more damage because of their
rigid cell structure. Cell damage also depends on the rate of freezing, as slow freezing
leads to the formation of extra-cellular ice crystals, which grow at the expense of tissue
cells. Tissue cells suffer dehydration. However, fast freezing leads to the formation of both
extra- and intra-cellular ice crystals.

Loss of weight of the product is another concern in freezing and frozen storage. This
not only affects the product quality parameters, such as color and appearance, but is also
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of economic consideration when the product is sold on weight basis. A temperature fluc-
tuation during storage leads to vapor pressure gradients, causing moisture migration to
regions of lower pressure. Unpacked and loosely packed products suffer more losses. The
type of freezer and freezing medium also affect moisture loss to a great extent. Data on
moisture loss from different foods is available in the literature. Mathematical models 
can be used to predict moisture loss (Volz et al., 1949; Norwig et al., 1984). Another
problem closely associated with moisture loss is the freezer burn defect. This manifests
into as brown spots on product surfaces. In cryogenic freezers, when the product is
immersed in the cooling medium, a hard crust will form on the surface of the product.
This layer resists any volume increase from inside and so the product experiences inter-
nal stresses. This may lead to freeze cracking defects in foods. Freeze cracking can be pre-
dicted with mathematical models (Kim and Hung, 1994). Product properties such as
porosity, size, modulus of elasticity, and density influence freeze cracking to a great extent.
Density of the product can be estimated with a simple equation (Hsieh et al., 1977).
However, decrease of density upon freezing can be offset by freezing under high-pressure
conditions.

12.8.2 Effects of freezing on food constituents

Freezing lowers the water activity of the foods. Microorganisms cannot grow at low
water activity and sub-zero temperatures. In addition to arrest of growth, some destruc-
tion of microorganisms can also occur during storage. Slow freezing has more lethal effects
on microorganisms. Pathogenic organisms cannot grow at below 5°C and different types
of microorganisms have different susceptibility. Vegetative cells of yeasts, moulds, and
gram negative bacteria are destroyed, whereas gram positive bacteria and mould spores
are virtually unaffected by low temperature. Freezing and frozen storage do not have a
considerable effect on enzymes. Peroxidase is active, even at very low temperature. Pro-
teins may suffer cold denaturation giving a crudely appearance, but nutritive value is un-
affected due to denaturation. Fats suffer from oxidation. For fish fats, animal tissues, and
plant tissues, susceptibility decreases in that order. Freezing has no effect on vitamin A,
B, D, and E. Very low-temperature frozen storage leads to loss of water-soluble vitamins.
Temperature considerably influences Vitamin C loss.

12.8.3 Effects of freezing on thermal properties of foods

Knowledge of thermal properties of food products is needed in designing cooling, 
freezing processes, and equipment as well as cooling load calculations. Data on thermal
properties of some foods are given in Table 12.3. Thermal conductivity of ice (k =
2.24W/mK) is around 4 times that of water (k = 0.56W/mK). Consequently thermal 
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conductivity of frozen foods will be 3–4 times higher than that of unfrozen foods. 
During initial stages of freezing, the increase in thermal conductivity is rapid. For 
high-fat foods, the variation in thermal conductivity with temperature is negligible. In 
case of meat, orientation of fibers influences thermal conductivity. Thermal conductivity
measured along the fibers is 15–30% higher than that measured across the fibers in meats
(Dickerson, 1968). Thermal conductivities of several food products at different tempera-
tures are available in the literature (Woodams and Nowrey, 1968; Lentz, 1961; Smith 
et al., 1952).

Specific heat of ice (2.1kJ/kgK) is only half the specific heat of water (4.218kJ/kgK).
Upon freezing, specific heat of foods decreases. Measurement of specific heat is 
complicated due to the fact that there is a continuous phase change from water to ice.
Latent heat of fusion for any food product can be estimated from water fraction of 
food. (Fennema et al., 1973). Solute concentration in foods is so small that latent heat of
freezing of solutes is generally ignored while estimating the cooling loads. Thermal 
diffusivity of frozen foods can be calculated from density, specific heat, and thermal 
conductivity data. The thermal conductivity of ice is around 4 times higher than that of
water and its specific heat is half that for water. This leads to an increase of around 9–10
times in thermal diffusivity values of frozen foods when compared to unfrozen ones
(Desrosier and Desrosier, 1982).
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Table 12.3 Thermal Properties of Frozen Foods13

Food Water content, % Specific Heat, Kj/kg K Latent Heat, kJ/kg

Apple 84 1.88 280
Banana 75 1.76 255
Watermelon 92 2.0 305.1
Peaches 87 1.92 288.4
Beans, 89 1.96 296.8
Green
Cabbage 92 1.96 305.1
Carrot 88 1.88 292.6
Beef 75 1.67 255
Fish 70 1.67 275.9
Pork 60 1.59 196.5
Bread 32–37 1.42 108.7–221.2
Egg — 1.67 275.9
Milk 87.5 2.05 288.4



12.9 Developments in Freezing Techniques

12.9.1 High pressure freezing

Conventional freezing methods, especially in case of large-size foods, will lead to 
development of large temperature gradients. The surface of the product experiences 
fast freezing giving a large number of small ice crystals, whereas the interiors experience
slow freezing giving a large ice crystals, which leads to product quality losses. 
Conventional freezing also causes an increase in volume of the product leading to tissue
damage. When freezing is done under high-pressure conditions, ice crystal formation 
will be homogeneous both on the surface and in the interior thereby minimizing the
damage to the tissue. Application of high pressure leads to super cooling of the product.
On release of pressure ice nucleation will be rapid and large number of small ice crystals
are formed.

High pressure can be applied in different ways:

• Phase transition in which formation of ice is under constant pressure. This is
known as pressure assisted freezing.

• Phase transition under changing pressure conditions known as pressure shift
freezing. In this method the temperature of product is reduced to lower levels
under high pressure conditions (usually 200MPa) and pressure is released.

Recent studies suggested pressure-assisted freezing and high-pressure shift freezing to
be less harmful methods for processing vegetables. A pressure of 200MPa and a temper-
ature of –20°C are found to be optimum for better results for carrots. Reported results
indicate that improvement in texture and histological changes in high-pressure frozen
carrots, Chinese cabbage, and tofu (Fuchigami et al., 1997a, b; Fuchigami and Teramoto,
1997). Cells will not face structural damage and enzymatic browning will be reduced. In
general, it has been observed that reduction in freezing time and temperature for several
vegetables with increase pressure (Knorr et al., 1998). However, high-pressure freezing
requires special steel for vessel design and the pressure transmitting medium.

12.9.2 Dehydrofreezing

This is a modified freezing method generally applied to high-moisture containing foods.
The food is partially dehydrated to the required moisture level before being frozen. When
freezing foods such as fresh fruits and vegetables, the main problem is the large increase
in volume causing tissue damage. These high-moisture containing foods are partially dehy-
drated prior to freezing (Biswal et al., 1991; Garrote and Bertone, 1989; Robbers et al.,
1997). Partial dehydration can be done with conventional air drying or osmotic drying.
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Partial dehydration leads to lower product cooling load and product storage, handling, and
shipping will be less costly.

12.10 Energy Conservation in Freezing

Freezing is an energy intensive operation. The cost effectiveness of the operation depends
upon reducing the refrigeration load on the freezer. It is easy to remove heat from the food
up to the initial freezing temperature. Removal of heat below this temperature is difficult
and takes time. As there is no clear-cut end point for freezing, careful selection of an end
point for termination of freezing is important. Moreover, manipulation of the freezing point
by careful selection and formulation of composition, proper plant automation, etc. is also
important. Tracking of the ice–water interface can increase the efficiency of freezing by
avoiding removal of excess heat, which normally ranges from 20–40%. Controlling the
degree of super cooling will be of advantage in reducing the load on the freezer. Addition
of ice nucleation agents, such as ice nucleating bacterial cells, chemicals, etc. can raise the
super cooling temperature. This helps in reducing the freezing time, savings in refrigera-
tion, and formation of large numbers of small ice crystals (Yin et al., 2005).

12.11 Scope for Future Focus

Scope for future focus on food freezing will be on the following lines:

• Freezing the food material under high pressure: Food can be frozen without
any form of cooling. This area needs exploitation. The lethal effect of high
pressure on microorganisms can also be made use of in extending the self
life of the product after thawing. While using high pressure, the effect on pro-
teins and other food components needs thorough investigation.

• Application of antifreeze proteins and antifreeze glycoproteins in food freez-
ing applications needs further study. It has been proved that addition of these
in chilled and frozen meat reduced ice crystal size and drip loss during
thawing (Payne and Young, 1995). Their addition in ice creams and frozen
desserts will be of great advantage in controlling the recrystallization. The
adverse affect of temperature fluctuations in transportation and distribution
on quality of the products can be minimized. Cost of antifreeze protein and
antifreeze glycoprotein is very high, limiting their use in research. Commer-
cial application of these depends on reducing the cost of these materials by
chemical synthesis and genetic engineering (Feeney and Yeh, 1998).

• Use of extrusion principles in food freezing.
• Application of aids to the freezing process, such as acoustics.
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13 Heat and Mass Transfer in Food
Processing

Mohammed Farid

The University of Auckland, Auckland, New Zealand

13.1 Basic Concepts of Heat and Mass Transfer

Understanding heat transfer in food processing is important for the development of
energy efficient thermal processes and insures the production of safe and high-quality food.
The food industry is known for its high consumption of energy in processes such as 
sterilization, evaporation, and drying. Generally, heat transfer is governed by the three
well-known modes of transport—conduction, convection and radiation. However, radia-
tion is important only in high temperature applications such as baking and grilling.

Heat transfer in food processing is complicated by the occurrence of simultaneous heat
and mass transfer in drying and frying, free convection heat transfer in thermal steriliza-
tion of cans, and phase change in freezing and thawing. Sterilization, drying, and thawing
processes will be discussed in some detail in this chapter. First, the fundamentals of heat
and mass transfer are briefly introduced. For more detailed analysis, the readers can consult
the literature on heat transfer (Holman, 1992; Mills, 1992) and mass transfer (Treybal
(1980).

In many applications, heat transfer is accompanied by mass transfer of moisture or nutri-
ents. Air drying, freeze drying, spray drying, and steam drying are accompanied by mois-
ture transfer, which also undergoes phase change (evaporation). Heat transfer, together
with moisture and vapour transfer, controls these processes. Other phase change opera-
tions, such as evaporation and condensation, are common in the food industry, mainly to
concentrate liquid foods such as milk and juices.

Concentration of liquid foods may also be done using a freeze concentration process 
in which some of the water is frozen leaving a concentrated solution. Mass transfer of mois-
ture and nutrient may occur independent of heat transfer in osmotic dehydration, membrane
separation, absorption, adsorption, and many other processes, and will not be discussed in
this chapter.

During heating, food products undergo various chemical and biological changes at rates
that are a function of temperature. Unlike as in usual chemical reactions, the chemical and
biological reactions associated with food processing do not generate large amounts of heat
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and hence these changes can be decoupled from the differential equations describing heat
transfer, and hence the analysis is significantly simplified.

Food is dried with hot air or superheated steam, fried in hot oil and usually sterilized
in cans or pouches with steam. Heat is transferred from the heating fluid to the surface of
the material by free or forced convection. With solid food, heat is transferred by conduc-
tion while vapour is transported by diffusion or other mechanisms through the pores of
the food. For liquid food in containers, natural convection rather than conduction domi-
nates heat transfer. Thawing of products such as meat is usually done in a hot air envi-
ronment or by using hot water. However, microwave and radio frequency may also be
used to assist in thawing of meat, as discussed later in this chapter. Microwaves and radio
frequency waves have the ability to penetrate deep inside the food, producing heat within
the material. Vacuum microwave drying is sometimes applied for heat sensitive food so
that evaporation occurs at temperatures well below 100°C, thus minimizing serious
damage caused by high temperature applications (Mousa and Farid, 2002).

In freezing and thawing, heat transfer occurs with minimum mass transfer but with a
moving interface separating the frozen and thawed regions, which causes non-linearity in
the mathematical analysis of the associated heat transfer.

In cooking, food is usually boiled in water. Heat is transferred from water to the surface
of the food with a high boiling heat transfer coefficient and hence it is safe to assume 
that most of the heat transfer resistance lies within the food itself. This is the same 
in frying, where water is boiled within the food being deep-fried. If a meat patty is 
grilled in a direct fire, then heat is transferred to its surface mainly by radiation, but 
when it is grilled between two hot plates, as usually done in the fast food industry, 
heat will be mainly transferred by conduction. Ohmic cooking and heating is an efficient
means of heating liquid and solid products. For example, a meat patty is conductive 
to electricity and so if a voltage is applied across two if its surfaces, an electrical current
will pass through it generating heat internally, which will assist cooking (Ozkan et al.,
2004).

In the following section, the three modes of heat transfer are briefly presented, with a
short introduction to mass transfer. For detailed analysis, the reader should consult the 
literature on heat and mass transfer (Holman, 1992; Mills, 1992; Treybal, 1980).

13.1.1 Conduction heat transfer

Steady state heat transfer in solids is governed by Fourier’s Law, which states that the
heat flow (q) is directly proportional to the temperature gradient in the solid:

Eq. (13-1)q kA
dT

dy
= −
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where T is the temperature, A is the area perpendicular to heat flow, y is the position in
the direction of heat flow, and k is the thermal conductivity of the material, which has
values ranging from <0.1Wm−1 K−1 for dried food product to 0.5Wm−1 K−1 for most foods.
For comprehensive information on the values of thermal conductivity of food products,
see Shafiur (1995).

Steady-state heat conduction has limited application in food processing, since all these
processes are transient in nature. However, Equation (1) is useful for specific calculations,
for example, those related to the estimation of heat gain in cold storage.

The 1-D unsteady state heat transfer in a solid may be expressed as

Eq. (13-2)

In Equation (13-2), αth is the thermal diffusivity of the material and is equal to k/rCp,
where ρ is the density, and Cp is the specific heat capacity of the material. For rectangu-
lar coordinates, n = 0, for cylindrical coordinates, n = 1 and y = r, and for spherical coor-
dinates, n = 2 and y = r. The equation can be expanded to cover multi-dimensions, as
discussed in most heat transfer textbooks.

Analytical solutions to the above equation are available for very limited boundary 
conditions and geometry. Simplified methods such as those based on Heissler’s Charts
(Holman, 1992) use the available 1-D solution to generate a solution for multi-dimensional
problems. However, with the availability of high speed computers and efficient numerical
methods (finite difference, finite element, and finite volume), the unsteady-state heat con-
duction could be solved for almost any geometry and any boundary conditions. These
numerical solutions will provide information on the transient temperature distribution
within the food, which is important for the determination of food sterility and quality. This
is specifically important when the Biot number (hL/k) is >0.1, where h is the heat trans-
fer coefficient, and L is a characteristic dimension (slab half thickness or radius of long
cylinder and sphere). When the Biot number is <0.1, it is possible to ignore the tempera-
ture distribution and assume that the solid is at uniform temperature. Under such condi-
tions, the lumped heat capacity analysis may be applied to simply the above equation:

Eq. (13-3)

where m and A are the mass and surface area of the body and T∞ is the heating or cooling
fluid temperature.

Equation (13-3) on integration gives

Eq. (13-4)
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where Ti is the initial temperature and t is the time. Equation (13-4) provides a quick esti-
mate of the time required for food heating or cooling when there is no phase change and
no significant temperature distribution within the solid food.

13.1.2 Forced convection heat transfer

Convection heat transfer from or to the surface of a material at Ts may be calculated
using Newton’s Law of cooling:

q = hA(Ts − T•) Eq. (13-5)

Forced convection heat transfer is associated with fluid flow such as in blast freezing
and air drying, where cold or hot air is supplied by means of a blower to extract heat from
the food product in freezing or provide heat to the food product in drying. The forced con-
vection heat transfer coefficient is calculated from empirical correlation of the form:

Nu = cRenPrm Eq. (13-6)

In the above equation, the Nusselt number (Nu) is hL/k, the Reynolds number (Re) is
ρuL/µ, and the Prandtl number (Pr) is Cpµ/k. The constants in the above correlation are
given in the literature (Holman, 1992; Mills, 1992) for a large number of geometry and
flow conditions.

13.1.3 Free convection heat transfer

Free convection current is usually established solely due to heat transfer and not via 
the use of externally forced flow. The motion is induced by the density difference in 
the gas or liquid caused by temperature difference. There are large numbers of food 
heating and cooling applications in which free convection is the dominant mode of heat
transfer. Free convection heat transfer controls the process of sterilization of food in 
cans and meat freezing in still air or brine. Newton’s Law of cooling (Equation 13-5) des-
cribes heat transfer from the fluid to the surface of the food, but the coefficient is 
calculated based on the following correlation (or many other more complicated forms of
the equation):

Nu = cRanPrm Eq. (13-7)

where Rayleigh number (Ra) is (Ts − T∞) βgρL3/αµ, in which β is the volumetric thermal
expansion coefficient of the fluid.
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Boiling and condensation heat transfer can occur in free and forced convection envi-
ronments. Empirical correlations are available in the literature for the calculation of the
relevant coefficients.

13.1.4 Radiation heat transfer

Thermal radiation is a different mode of heat transfer, requiring no atmosphere for its
transfer. Oven baking and cooking of food is controlled by radiant heat generated from
the heating element, a flame, or the walls of an oven. Food will receive heat also by natural
or forced convection but radiation will be the dominant mode of heat transfer. A black
surface is defined as the surface, which absorbs all incident radiation (ε = 1.0). Very pol-
ished surfaces reflect most of the incident radiation and usually have emittance (ε) < 0.1.
Real surfaces, including those of food products, have emittances lying between these two
extreme values. The fraction of incident radiation absorbed by the surface is called absorp-
tance. The surface of most food may be assumed a gray surface, which is defined as the
surface having constant absorptance irrespective of the nature of radiation (Mills, 1992).
For such gray surfaces, the following equation may be used to calculate heat exchange
from surface 1 to 2:

q12 = sA1F12(T 4
1 − T 4

2) Eq. (13-7a)

where σ is Stefan-Boltzmann constant (5.67 × 10−8 Wm−2 K−4) and F12 is a shape factor,
which depends on emittance and geometry (Mills, 1992). Determining the shape factor 
is difficult, as described in the literature (Holman,1992; Mills, 1992). For the special case
of A1 being small relative to A2 or surface 2 is almost black, Equation (13-7a) will 
simplify to

q12 = se1A1(T 4
1 − T 4

2) Eq. (13-7b)

where ε1 is the emittance of surface 1.

13.1.5 Mass diffusion

Under steady state condition, the diffusion of moisture and nutrients in food may be
described by Fick’s First Law:

Eq. (13-8)m DA
dC

dy
a

a= −
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where ma is the mass flow in kgs−1, D is the diffusion coefficient in m2 s−1, and Ca is the
concentration of the diffusing materials in kgm−3. The flux is sometimes expressed in mole
instead of mass.

Equation (13-8) is identical to Equation (13-1), which describes steady state heat con-
duction and it may be used to describe steady-state diffusion of gaseous or liquids. By
analogy with heat transfer, Equation (13-2) may be used to describe the unsteady state
mass diffusion (Fick’s Second Law) by replacing the temperature with concentration and
the thermal diffusivity αth by mass diffusivity αm.. In mass diffusion of species in fluids,
the diffusion coefficient D is the molecular diffusion coefficient, while in porous foods its
magnitude can be different from molecular diffusion coefficients by an order of magni-
tude. This effective diffusion coefficient, which is a function of moisture content and the
structure of the porous food, in processes such as drying, is well discussed the literature.

13.1.6 Mass transfer by convection

Nutrient or moisture diffuses inside the pores of the food at a rate of ma, according to
Fick’s Law and then is transported from or to the surface by convective mass transport,
similar to heat transport by free convection:

ma = hmA(Cs − C∞) Eq. (13-9)

where hm is the mass transfer coefficient and Cs and C∞ are the species concentrations at
the surface of the food and in the bulk of the fluid.

The mass transfer coefficient hm is calculated from empirical correlations available in
the literatures (Treybal, 1980). These correlations are based on the analogy between heat
and mass transfer, which transforms Equation (13-6), written for heat transfer, into the fol-
lowing form, written for mass transfer:

Sh = cRenScm

where the Sherwood number (Sh) is hmL/D and the Schmidt number (Sc) is µ/ρL.
The remainder of this chapter will present three case studies of food processing in which

heat transfer plays a major role, but in ways different from those normally experienced.

13.2 Case Study 1: Thermal Sterilization Using
Computational Fluid Dynamics

Two different methods of thermal sterilization are known, the aseptic processing in
which the food product is sterilized prior to packaging, and canning in which the product
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is packed and then sterilized. For liquid food heated in a can, free convection of fluid
occurs because of the density differences of the fluid caused by the temperature gradient
within the can. For solid food with conduction heating, the location of the slowest heating
zone (SHZ) can be determined theoretically and experimentally, since it lies always at 
the geometric center of the can. However, for liquid food, the determination of the 
SHZ is difficult due to the complex nature of natural convection heating, which requires
numerical solutions of partial differential equations, describing fluid motion and heat 
transfer. Measuring the temperature distribution using thermocouples at different positions
will disturb the flow patterns and affect the correct prediction of the true location of the
SHZ.

The partial differential equations governing natural convection motion of the liquid food
in a cylindrical space are the Navier-Stokes equations in cylindrical coordinates (Ghani 
et al., 1999a and b) as shown below:

Continuity equation Eq. (13-10)

Energy conservation Eq. (13-11)

Momentum equation in the vertical direction

Eq. (13-12)

Momentum equation in the radial direction

Eq. (13-13)

where T is the temperature, P is the pressure, t is the heating time, g is the gravitational
acceleration, m is the apparent viscosity, rf is the density of the fluid, Cpf is the specific
heat of the fluid food, kf is the thermal conductivity of the fluid food, and vr and vz are the
velocity components in the radial and axial direction, respectively.

Based on the Boussinesq approximation, the density of the fluid rf can be written as

rf = ro[1 − b(T − To)] Eq. (13-14)

where b is the thermal expansion coefficient of the liquid and To and ro are the 
temperature and density at the initial condition. The density is assumed constant in the
governing equations except in the buoyancy term (Boussinesq approximation), where
Equation (13-13) is used to describe its variation with temperature.
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The above equations are written for the vertical can. For horizontal cans and pouches,
the formulation becomes three-dimensional. These formulations are not presented here but
discussed in detail in Ghani et al. (2001, 2002).

13.2.1 Simulations of thermal sterilization in a vertical can

Sterilization of liquid food contained in a metal can, in an upright position and heated
at 121°C by steam from all sides, was theoretically modeled and the published results
(Ghani et al., 1999 a and b) are presented in this chapter. Sodium carboxy-methyl cellu-
lose (CMC) was used as the model liquid. The objective of the simulation was to study
the effect of natural convection current on the movement of the SHZ during sterilization.
The computations were performed for a can with a radius of 40.5mm and a height of 
111 mm. A non-uniform grid system was used in the simulation with 3,519 cells: 69 in the
axial direction and 51 in the radial direction, graded in both directions with a finer grid
near the wall. The natural convection heating of CMC was simulated for 2,574s. Because
of the axisymmetry of the cylindrical can used in the simulation, heat transfer was sim-
plified into a 2-D problem.

Figure 13.1 shows the temperature profile, velocity vector, and flow pattern of the CMC
in a can heated by steam condensing along its outside surface. Figure 13.1a shows the
influence of natural convection current on the movement of the SHZ in the can (i.e., the
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Figure 13.1 Temperature profile, velocity vector and flow pattern of CMC in a vertical can heated
by condensing steam after 1157 s. The right-hand side of each figure is centerline (Ghani et al.,
1999b).



location of the lowest temperature at a given time). Figure 13.1a shows that the location
of the SHZ is not at the geometric center of the can as it is in the case of conduction
heating. As heating progresses, the SHZ is pushed more toward the bottom of the can. The
SHZ keeps moving during heating and eventually stays in a region that is about 10–12%
of the can height from the bottom. Both Figures 13.1b and 13.1c show the recirculating
secondary flow created by the buoyancy force, which is due to temperature variation (from
the wall to the core).

13.2.2 Simulation of bacteria deactivation 
during sterilization

A computational procedure was developed (Ghani et al., 1999a) for describing the
changes in the concentration of live bacteria and its transient spatial distributions during
the sterilization processing of canned food. The governing equations of continuity, momen-
tum, and energy were solved together with that for bacteria concentration. The Arrhenius
equation was used to describe the kinetics of bacteria death and the influence of temper-
ature on the reaction rate constant as described in Ghani et al. (1999a)

Figure 13.2 shows the results of the simulation for a metal can filled with CMC, steam
heated from all sides (at 121°C). Figure 13.2a shows that during the early stage of heating,
the bacteria are killed only at locations close to the wall of the can, and are not influenced
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Figure 13.2 Deactivation of bacteria in a can filled with CMC and heated by condensing steam
after 180 s, 1157 s, and 2574 s, respectively. The right-hand side of each figure is centerline
(Ghani et al., 1999b).



by the flow pattern (Figure 13.1c). Figures 13.2b and 13.2c show the results of the simu-
lation after longer periods of 1,157s and 2,574s, respectively. The bacteria concentration
profiles are different from those observed at the beginning of the heating. The liquid and
thus the bacteria carried within it at the SHZ locations are exposed to less thermal 
treatment than the rest of the product. Figures 13.2 (b) and 13.2 (c) show that the bacte-
ria deactivation is influenced significantly by both the temperature and the flow pattern
(Figure 13.1).

13.2.3 Simulation of vitamins destruction 
during sterilizaion

The analysis used to study the inactivation of bacteria was extended to cover the destruc-
tion of different types of vitamins during thermal sterilization (Ghani et al., 2001). Pro-
files of concentrations of Vitamin C (ascorbic acid), B1 (thiamin), and B2 (riboflavin) in
a can filled with viscous liquid food (concentrated cherry juice) during thermal steriliza-
tion were presented and studied. The simulation highlights the dependency of the con-
centration of vitamins on both temperature distribution and flow pattern as sterilization
proceeds (Figure 13.3)
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Figure 13.3 Vitamins destruction in a can filled with concentrated cherry juice and heated by
condensing steam after 1640 s. The right-hand side of each figure is centerline (Ghani et al.,
2001).



13.2.4 Simulation of a horizontal can during sterilization

In this secion, sterilization of a canned liquid food in can lying horizontally and heated
at 121°C from all sides is presented (Ghani et al., 2002). Carrot-orange soup was used as
the model liquid food. A non-uniform grid system was used in the simulation with higher
mesh of 105,000 cells: 50 in radial direction, 70 in the vertical direction and 30 in the
angular direction, graded with a finer grid near the wall in the radial and vertical direc-
tions. Because of the horizontal orientation of the cylindrical can used in this simulation,
heat transfer is taken to be three-dimensional. The Navier–Stocks equations describing the
system are presented in Ghani et al. (2002). Figure 13.4 shows the radial-angular tem-
perature profile after 600s of heating. The can shown in this figure is in a horizontal posi-
tion. The inclination shown is to more clearly show the 3-D image. This figure shows the
actual shape of the slowest heating zone, which reduces gradually from the middle of the
can toward the bottom surface.

13.2.5 Simulation of a 3-D pouch during sterilization

In this section, the simulation of a uniformly heated 3-D pouch containing carrot-orange
soup is presented (Ghani et al., 2001. Since there is limited knowledge available on the
sterilization of pouches, the investigation may be used to optimize the industrial sterili-
zation process with respect to sterilization temperature and time.

The computations were performed for a 3-D pouch with a width of 120mm, height of
35mm, and length of 220mm. The pouch volume was devided into 6,000 cells: 20 in the
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Figure 13.4 Radial-angular plane temperature profile of carrot-orange soup in a 3-D cylindrical
can lying horizontally and heated by condensing steam after 600 s (Ghani et al., 2002).



x-direction, 10 in the y-direction, and 30 in the z-direction (Figure 13.5). The partial dif-
ferential equations governing natural convection of a fluid contained within a pouch are
the Navier–Stockes equations in x, y and z coordinates.

The result of simulation shows that the SHZ will not remain at the geometric center of
the pouch as in conduction heating. As heating progresses, the SHZ is progressively pushed
toward the bottom of the pouch as expected and eventually stays in a region about 30–40%
of the pouch height. Figure 13.6 shows the temperature distribution at different y-planes
in a pouch filled with carrot-orange soup at the end of heating (50min).

13.3 Case Study 2: New Approach to the Analysis of Heat
and Mass Transfer in Drying and Frying

The common approach usually adopted to describe heat and mass transfer during 
drying is to solve numerically the heat conduction and mass diffusion equations within
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Figure 13.5 Pouch geometry and grid mesh (Ghani et al., 2001).

    20 % pouch height          30 % pouch height           40 % pouch height  

       119 oC                      120 oC                    120 oC

Figure 13.6 Temperature contours at different y-planes in a pouch filled with carrot-orange soup
and heated by condensing steam after 50 min (Ghani et al., 2001).



the drying material. An effective mass diffusivity is used to describe the diffusion of water
and vapor through the solid. This is not true molecular diffusivity as it includes other 
diffusion mechanisms and was found to vary by more than one order of magnitude 
with the level of moisture content. Unfortunately, such diffusivity is difficult to measure
experimentally and it is a function of moisture content, which limits the usefulness of such
analysis.

Farid has introduced a new approach to the analysis of heat and mass transfer 
during the different drying processes, including deep frying of foods in oil (Farid, 
2001, 2002). The analysis was based on the formation of a moving interface, which 
acts as a heat sink where most of the heat is absorbed due to water evaporation or 
sublimation. Although it may be difficult to describe air-drying by this approach, due 
to the absence of a real sharp interface and the importance of mass diffusion, there 
are a number of other drying processes that may be described using a moving 
interface. Water evaporation, from moist solid such as foods, occurs at a receding 
interface during frying (Singh, 2000; Farkas et al., 1996; Farid and Chen, 1998) air-drying
(Arsan and Morgan, 1967) and superheated steam drying (Li et al., 1988; Schwartze 
et al., 1988).

In freeze-drying, water sublimation occurs with a moving interface at the water subli-
mation temperature that corresponds to the vacuum applied (Carn and King, 1977; Sheng
and Peck, 1975; Jafar and Farid, 2003). In air drying, such as the spray drying of droplet
containing solids, the moving interface may be defined by the air wet-bulb temperature.
In all these processes, heat must be conducted through the crust formed, which has a low
thermal conductivity, before being absorbed at the interface. The water vapor generated
at the interface will flow outward through the crust with little resistance in most of the
applications.

Heat transfer in both the core (wet) and crust (dried) regions is described by the unsteady
state heat conduction Equation (13-2).When moist materials are dried or fried, the core
temperature will rise to the evaporation or sublimation temperature rapidly. Thus in most
of these drying processes, the sensible heat of the materials can be ignored. For example,
sensible heat accounts for <2% of the heat absorbed in frying and even less in 
freeze-drying.

Most of the temperature distribution will occur within the crust due to its low thermal
conductivity, which has been confirmed theoretically and experimentally in a number of
drying applications reported in the literatures. The drying rate may be expressed in the
case of flat geometry (Farid, 2001) as

Eq. (13-15)
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If a modified Stefan Number is defined as , a modified Fourier 

Number as , and a modified Biot Number as , then Equation (13-2) may  

be written in a dimensionless form:

Eq. (13-16)

where the drying/frying rate (R*) is defined as the ratio of the rate of drying at any time
to the initial rate (usually known as the constant drying period, before crust is formed).
This equation can be used to calculate the rate of drying at any time since the initial rate
can be easily calculated from Equation (13-14) by substituting Y = 0.

Some of the experimental measurements available in the literature on frying of thick
and thin potato chips, freeze-drying of slices of frozen beef, and air-drying of potato chips
were used to test the validity of the model.

Equation (13-15) was used to calculate the dimensionless drying/frying rate (Figure
13.7) and it is evident that there is good agreement with the experimental measurements.
The rate of heat transfer drops rapidly with time during the frying processes, since heat
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Figure 13.7 Model prediction of the dimensionless rate of frying, freeze-drying, and air-drying
(Farid, 2001).



transfer is mostly controlled by heat conduction through the crust due to the high exter-
nal heat transfer coefficient. Much slower drop in the rate is observed during air-drying,
due to the important role of the external heat transfer in such a process.

The above analysis of drying and frying has been conducted based on planar geometry.
For spherical and cylindrical geometry, we refer to the analysis presented by Smith and
Farid (2004) who have reached the following dimensionless equation, which can be used
to calculate the time needed for complete drying/frying:

Eq. (13-17)

where Fo is defined in terms of the time needed for complete drying/frying.
The above equation is the same as that developed by Plank in the 1940s for freezing,

including the values of the constants P and R, which are shown in Table 13.1 for the dif-
ferent geometries.

Figure 13.8 is a generalized plot of the dimensionless time (Fo) required for complete
drying of all the measurement tested, which includes frying of potato crisps, cylinders and
spheres, freeze-drying of meat and potato, spray drying of droplets containing solids, and
superheated steam drying of tortilla chips. The drying/frying time in these experiments
varied from a few seconds as in the frying of thin potato crisps to many hours in freeze-
drying. Also, the Biot number varied from infinity for freeze-drying of meat, 7 to 78 for
frying of potato samples, and 0.3 for spray drying. Considering such large experimental
variations, the agreement between the model and the experimental results may be con-
sidered to be good.

13.4 Case Study 3: Microwave Thawing of Frozen Meat

Thawing of frozen materials is important in food processing, while freezing is a con-
venient way of preserving food. Minimizing thawing times will reduce microbial growth,

Fo
R

Ste

P

Bi Ste
= +

.
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Table 13.1 Values of P and R for Various Geometries Used
in the Correlation

Geometry R P

Infinite slab 1/8 1/2
Infinite cylinder 1/16 1/4
Sphere 1/24 1/6



chemical deterioration, and excessive water loss caused by dripping or dehydration. Elec-
tromagnetic radiation in the frequency range from 300MHz to 300GHz is referred to as
“Microwaves.” Microwave energy is used as a heat source in applications such as heating,
drying, sterilization, and thawing of foods. The capability of a food product to heat when
exposed to microwaves is dependent on its dielectric loss coefficient, which reflects the
limit of the material to convert electromagnetic field into thermal energy. Frequencies
commonly used for microwave heating are 915 and 2,450MHz. The domestic ovens
operate at 2,450MHz, with a corresponding wavelength of radiation in the medium equal
to 12.24cm (lo = c/f ). Microwaves may provide fast, efficient, and uniform heating but
problems such as runaway heating are also common. Tempering or partial thawing of meat
products with microwaves is already practised in the meat industry.

The major problem associated with the development of industrial microwave process-
ing is the lack of understanding of the interactions between microwave radiation and food
materials. There is a lack of predictive models relating physical, thermal, and electrical
properties of food materials to the transient temperature field distribution, which deter-
mines microbial safety and product quality (Mudgett, 1986).
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Figure 13.8 Model prediction of the time required for complete frying, freeze drying, superheating
steam drying, air drying and spray drying (Smith and Farid, 2004).



Microwaves can rapidly thaw small pieces of meat, but difficulties arise with large
masses of frozen meat, which are used in industrial processes. Thawing does not occur
uniformly, and some parts of the meat may cook while others remain frozen. Applying
cyclic heating may minimizes the runaway heating. Thawing rates of frozen samples
depend on the sample’s material properties, dimensions, and on the magnitude and fre-
quency of electromagnetic radiation.

Microwave heating has been theoretically studied by a large number of investigators
based on the solution of Maxwell’s equation, which assumes that microwave radiation is
isotropic and normal to the surface of the material to be heated. Hill et al. (1996) have
reviewed the numerical and analytical techniques used to study microwave heating.
However, the theoretical analysis of microwave thawing has not received sufficient atten-
tion until recently. Chamchong and Datta (1999 a and b) and Taher and Farid (2001) have
recently studied microwave thawing of tylose samples using different power levels and
showed the effects of power cycling on the non-uniformity of thawing.

13.4.1 Theoretical analysis

The 1-D unsteady state heat conduction Equation (13-2) must be modified to incorpo-
rate heat generation due to microwaves:

Eq. (13-18)

Since the process is accompanied by phase change (thawing), an effective heat capac-
ity (Cpe) was applied to account for the latent heat. Q(y) is the microwave energy absorbed
at the different locations (y) in the meat sample, which is commonly related to the
microwave surface absorption Q0, as follows (Taher and Farid, 2001):

Qth(y) = Q0e−(y/Dpl) Eq. (13-19)

where Dpl is the microwave penetration depth in the thawed region, m.
The microwave energy absorbed at the location of the moving interface (Y) may be

defined by the following equation, based on the above equation:

Qth(Y) = Q0e−(Y/Dpl) Eq. (13-20)

Based on the energy absorbed at the moving interface as defined above, the following
expression may be used to calculate the absorbed energy in the frozen region:

Qf (y) = Q0e
−(Y/Dpl)e−( y−Y)/Dps Eq. (13-21)
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where Dpl is the microwave penetration depth in the frozen layer and Qth and Qf are the
microwaves absorbed in the thawed and frozen regions, respectively. The analysis requires
an interface location (Y), which is defined as the position corresponding to maximum
effective heat capacity. Measurements of thawing of meat show that this maximum effec-
tive heat capacity or enthalpy occurs at about −2 to −3°C, as will be described later.

By integrating the microwave heat absorbed in the two regions as defined by Equations
(13-18) and (13-20) with the assumption of total absorption of microwave, the following
equation for the surface heat absorption due to microwave absorption (Q0) is obtained:

Eq. (13-22)

where P/A is the microwave power per unit surface area exposed to radiation. Microwave
penetration depth (Dpl or Dps) is defined as the distance at which the microwave field inten-
sity decreases to 37% of its incident value, which may be calculated from the following
equation (Basak and Ayappa, 1997):

Eq. (13-23)

The penetration depth in the frozen region is calculated from the known values of K′
and K″ (Table 13.2). The value of Dps for the frozen meat is found to equal 0.064m. For
the thawed phase, values of K′ and K″ are calculated as functions of the average temper-
ature of the thawed phase (Tav), using the following equations (Panggrle et al., 1991):

K′ = 50.6 − 0.183Tav Eq. (13-24)

K″ = 20.25 − 0.665Tav + 0.0096T 2
av − 5 × 10−5T3

av Eq. (13-25)

Equations (13-18) to (13-22) may be used to calculate the rate of heat generation due
to microwave absorption as a function of position within the meat sample.

According to the effective heat capacity method (EHC), the value of Cpe is assumed to
change within the thawing region such that

Eq. (13-26)

where l is the latent heat of freezing of water, w is the mass fraction of water in the meat,
and Tm1 and Tm2 are the initial and final thawing temperatures, respectively.

The experimentally measured values of Cpe are fitted to different polynomials at the
different temperature ranges, as shown below (Taher and Farid, 2001):
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Cpe = 0.00007T 5 + 0.0061T 4 + 0.192T 3 + 2.9T 2 + 21.35T + 66.72
for −4 ≥ T ≥ −25 Eq. (13-27)

Cpe = 5.8T 3 + 62.83T 2 + 236.6T + 329.4 for −2 ≥ T ≥ −4 Eq. (13-28)

Cpe = 153.46T + 368 for −1.4 ≥ T ≥ −2 Eq. (13-29)

Cpe = −374T − 370.6 for −1 ≥ T ≥ −1.4 Eq. (13-30)

The thermal conductivity of the frozen and thawed meat sample is calculated from 
the following equation, derived from the available experimental measurements (Mellor,
1978):

k = −0.0007T 4 − 0.0036T 3 − 0.0605T 2 − 0.431T + 0.489 for 20 ≥ T ≥ −25 Eq. (13-31)

Equation (13-17) is solved numerically in the frozen, thawed, and phase change (mushy)
regions, using the corresponding physical properties of each phase. Explicit finite differ-
ence method with controlled stability is used for the numerical solution.

In this analysis, the meat is assumed insulated both thermally and from microwaves at
its bottom and sides to maintain 1-D heating. Accordingly, zero heat flux is assumed at
the bottom surface, while convective heating or cooling is assumed at the top surface,
which is exposed to microwave radiation. The evaporative surface cooling is also included
using the Chilton–Colburn Analysis.

The convection heat transfer coefficient calculated from correlations, available in the
literature, is used to calculate the heat loss from the surface of the sample according to
Newton’s law of cooling:

At the surface (x = 0)
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Table 13.2 Average thermal and dielectric properties of
lean beef

Unfrozen Phase Frozen Phase

Thermal conductivity Equation (13-30) Equation (13-30)

Density 1,057kg/m3 961kg/m3

Specific heat capacity 3.51kJ/kg°C 2.09kJ/kg°C

K′ Eqn (23) 6.0
2,450MHz K″ Eqn (24) 1.5

Dp Eqn (22) 0.064m



Eq. (13-32)

at the bottom insulated surface (y = E)

Eq. (13-33)

During the early stages of thawing, heat transfer from the ambient has little effect on
the thawing process. However, when the surface temperature rises significantly above the
ambient, heat loss due to convection and evaporation causes some cooling on the surface
and hence slows down the thawing process.

13.4.2 Discussion of results

Complete thawing of meat by microwaves may not be practical due to excessive heating
of the surface that is exposed to microwave heating. The simulation was conducted using
controlled temperature heating (Figure 13.9). Microwave heating was stopped when the
surface temperature reached 10°C, and it was started again when the surface temperature
drops below 10°C. The use of controlled surface temperature microwave thawing may
reduce thawing times by more than one-fifth of those required by conventional thawing.
Figure 13.9 shows that complete thawing has occurred after 100min with the surface tem-
perature not exceeding 10°C, and this helped to maintain the product quality. The corre-
sponding time in conventional thawing, even under ambient temperature, is >500 minutes
(Figure 13.10).

13.4.3 Nomenclature

A Heat and mass transfer area, m2

Bi Modified Biot Number, Bi = hL/kcr for slab or hr0/kcr for sphere
Ca Concentration, kgm−3

Cp Specific heat capacity of the material core, J/kgK
Cpe Effective heat capacity of meat, J/kgK
Cps Specific heat capacity of frozen meat, J/kgK
d Ordinary derivitive
D Diffusivity, m2 s−1

Dpl Penetration depth of the thawed phase, m
Dps Penetration depth of frozen phase, m

dT

dy
= 0

− = −( )∞k
dT

dy
h T Ts
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Figure 13.9 Model prediction for microwave thawing of 1.5 kg frozen meat sample with 28%
power rating and surface temperature controlled (Taher and Farid, 2001).
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Figure 13.10 Experimental measurements for conventional thawing of 1.5 kg frozen minced beef
sample with ambient temperature = 21°C (Basak and Ayappa, 1997).
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E Meat sample thickness, m
F Radiation shape factor, dimesionless
Fo Modified Fourier Number, Fo = kcrt/(rCp)
h Heat transfer coefficient, W/m2 K
hm Mass transfer coefficient
K′ Relative dielectric constant (dimensionless)
K″ Relative dielectric loss (dimensionless)
K Thermal conductivity, W/mK
k Thermal conductivity, W/mK
kcr Thermal conductivity of crust, J/smK
L Charecteristic dimesion, m
m Mass of material, kg
Nu Nusselt number, hL/k
P Microwave power, W
p Pressure, Nm−2

Pr Prandtel number, Cpµ/k
q Heat flow, W
Q Microwave heat absorption, W/m3

Qf Microwave heat absorbed in the frozen region, W/m3

Qo Microwave surface heat absorption, W/m3

Qth Microwave heat absorbed in the thawed region, W/m3

r Radial position or cordinate
R Drying/frying rate (defined by Equation 14), kg water m−2 s−1

R* Dimensionless drying/frying rate (defined by equation 15)
Re Reynold number, ρuL/µ
Ste Modified Stefan Number, Ste = Cp(T• − Tcritical)/(e0l)
t Time, s
T Tempearature, °C
T• Ambient temperature, °C
Tav Average temperature Tav = (Ts + Tm)/2 , °C
Ti Initial temperature, °C
Tm1 Initial melting temperature, °C
Tm2 Final melting temperature, °C
T• Fluid bulk temperature, °C
Ts Surface temperature, °C
Tcritical Solidification, sublimation, evaporation, or wet-bulb temperature, °C
v, u Velocity, ms−1

W Water content, kg water/kg meat
y Position from surface, m
Y Interface position, m
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13.4.4 Greek symbols

a Thermal diffusivity, m2 s−1

b Thermal expansion coedficcient, K−1

l Latent heat of solidification, evaporation, or sublimation, Jkg−1

r Density, kgm−3

∂ Partial derivative
eo Initial free moisture content, kg water/kg total
e1 Emittance
s Stefan Boltzmann constant, Wm−2 K−4

m Dynamic viscosity, kgm−1 s−1
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14 Food Rheology
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14.1 Introduction

Rheology is a field of research that studies flow and deformation (Macosko, 1994),
which are encountered in everyday life. In the morning, we use a knife to apply butter on
bread, we pour milk from a bottle, and water runs through a faucet: all these processes
involve flow and deformation. When we bite, chew, and swallow, we are also deforming
the food. The texture we feel during consumption is one criterion we use to judge the
quality of a product and determine whether or not we purchase it again. The texture of
foods is a result of structures formed from food components via complex physical, chem-
ical, and biological changes during processing and storage. These structures determine
properties we sense, such as hardness, elasticity, stickiness, etc. Rheology applies a fun-
damental approach in unveiling interactions between food components and dynamics of
structure formation, and provides parameters in evaluating food quality as well as formu-
lations and processing conditions for optimizing food quality. Rheological data is also
important for designing pipelines to pasteurize milk and beverages, kneading dough, and
packaging food slurries.

The motivation behind this chapter is to provide an introduction to scientists new to the
field of food rheology. Basic rheological concepts will first be introduced, followed by
rheology of fluids, semi-solid materials, and interfaces.

14.2 Basic Concepts in Rheology

14.2.1 Stress and strain

Rheologists are interested in the correlations between stress and strain and describe
material properties based on parameters derived from stress and strain. In a rheological
test, a material is subjected to a stress, and the strain under this stress is measured, or vice
versa.

Myer Kutz (ed.), Handbook of Farm, Dairy, and Food Machinery, 391–414
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Stress is defined as a force divided by the area on which this force acts. Both the mag-
nitude and direction are needed to describe a force and stress and such variables are called
vectors. A force can be applied perpendicularly to a surface (Figure 14.1a), generating a
normal stress, or parallel to a surface (Figure 14.1b), generating a shear stress. A normal
stress can be further defined as a tension or a compression stress, depending on the direc-
tion of this force. A compression stress reduces the dimension of an object along a normal
force, while a tension stress has an opposite effect.

The preference of using stress over force in rheology can be understood by examples
from daily life. For example, a balloon is pierced easily by a needle. However, if we apply
a force with the same magnitude and direction with our hands, we are unlikely to burst
the balloon. When a force is applied perpendicularly to the balloon surface via a needle,
a big stress is generated because of a small area (needle tip). On the other hand, when our
hands press with the same force, the stress is much smaller as a result of being exerted
over a much larger area.

Different types of stresses generate different types of strains. For a normal stress, the
deformation caused by the stress is expressed by a strain called Cauchy (ec) or engineer-
ing strain:

Eq. (14-1)

where ∆L is deformation generated by a stress on an object of an original dimension of
Lo along the stress direction.

εc
o

L

L
= ∆
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Figure 14.1 Difference between a tensile deformation (a) and a simple shear deformation (b): a
tensional force (Ft), acting perpendicular to area A, produces an extension ∆L, while a shear force
(Fs), acting tangential to area A, produces an angular deformation q. Dotted lines illustrate the
position of cylinder prior to a deformation.



Cauchy strain can be positive or negative depending on the direction of stress, exem-
plified by a positive extensional strain (Figure 14.1a). This number becomes negative for
a compression stress. For convenience, a compression strain is expressed in its absolute
value with a subscript of compression (Daubert and Foegeding, 1998), as

ec = −0.05 = 0.05compression Eq. (14-2)

In the case of a shear deformation (Figure 14.1b), a shear strain (g) is defined as the
longitudinal deformation (∆L) referenced to the sample height:

Eq. (14-3)

For a small deformation, an approximation exists as

Eq. (14-4)

When a strain is not constant over time (e.g., deformation increases continuously), a
term of shear strain rate (Equation 14-5) is used to describe the rate of shear strain change
with respect to time. The significance of shear strain rate will be discussed in later 
sections.

Eq. (14-5)

14.2.2 Constitutive relations and classification 
of materials

Fundamental relations between force and deformation in a material are described with
constitutive relationships in fluid mechanics (Macosko, 1994). Hooke’s law is the first con-
stitutive equation that describes the proportionality of a deformation caused by a force
(Equation 14-6). A material obeying Hooke’s law is called an ideal solid or a pure elastic
material. A straightforward example is a spring that deforms linearly with a finite force
(Figure 14.2). After finite deformation, a spring returns to its original position when the
force is removed. In other words, an ideal solid (a spring) is able to store the applied
mechanical energy:

s = Gg Eq. (14-6)

γ̇ γ≈ d

dt
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where s is stress, force per unit area, and G is elastic shear modulus, a constant describ-
ing the proportionality between stress and strain.

However, a constitutive equation for an ideal liquid or a pure viscous material is
Newton’s law of viscosity:

s = mg. Eq. (14-7)

where m is the Newtonian viscosity describing the proportionality between stress and strain
rate. Fluids obeying this equation are thus called Newtonian fluids. For a pure viscous
material, the mechanical energy applied to this material is converted to other forms of
energy and cannot be recovered after deformation. A dashpot (Figure 14.2) is a model for
a pure viscous material, because the piston does not return to its position after being
pushed.

The previous equations are important when describing a material with ideal rheologi-
cal behavior. In reality, many materials have both viscous and elastic properties so are
called visco elastic materials. When energy is applied, a portion of the energy is stored
and can be recovered, while the remaining energy dissipates as heat and can no longer be
recovered (Ferry, 1980). “Solid-like” and “liquid-like” terms are sometimes exchangeable
with “elastic” and “viscous” when describing a visco elastic material.

Food products demonstrate various properties that can be categorized according to the
above classification method. These properties may be correlated with sensory properties
experienced by human beings. For example, water, cooking oil, and honey are all exam-
ples of Newtonian fluids that flow freely. Honey is more viscous than cooling oil and water
when measured by a rheological instrument and felt by fingertips. Dough is a visco elastic
material because it can return to its original position after a slight deformation but can be
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Figure 14.2 Mechanical analogs used to describe different categories of materials: spring for an
ideal solid, dashpot for an ideal liquid, and a combination of spring and dashpot for a visco elastic
material.



kneaded upon extended deformation. The difference between viscous and visco elastic
properties can be illustrated by comparing mayonnaise with honey. Mayonnaise remains
on a slice of bread unless it is spread by a knife because it is a visco elastic material.
However, honey is a Newtonian material that may be more viscous (thicker) than may-
onnaise. When placed on bread, the honey will flow over and into the bread.

14.2.3 The importance of time, Deborah number

Since rheology is about the deformation of matter, it is important to understand the
timescale at which this deformation takes place. An example of how materials behave on
different timescales is “silly-putty:” if a silly putty ball is set on a table (on a long time
scale), the ball will slowly flatten, that is, it flows under the gravitational force like a
viscous material. However, if this ball is thrown against a wall (at a short timescale), it
bounces back like an elastic rubber ball, that is, it behaves like an elastic material. Unit
operations in food processing are performed at various capacities, and the timescale of
these processes is correlated with material characteristics.

The Deborah number (De) is a dimensionless parameter used to compare the 
characteristic response time of a material (t) to the characteristic time of a deformation
process (T ):

Eq. (14-8)

A small Deborah number (De << 1) indicates a material has a fluid-like behavior 
relative to the process time (T ) as the material has a short response time (t). The opposite
is true for a solid-like material having a large Deborah number (De >> 1) during 
deformation.

14.3 Rheology of Fluids

14.3.1 Shear strain rates in a laminar flow

When applying a simple shear condition to a fluid between two parallel plates with plate
A moving at a constant velocity (u) and plate B being fixed (Figure 14.3), the fluid adja-
cent to each plate moves at the same speed as the respective plate (no slip condition). The
fluid velocity in the fluid gap has a linear distribution from 0 to u:

Eq. (14-9)u
L

t
= ∆

∆

D
t
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The fluid can be hypothetically divided into
an indefinite number of fluid layers between
two plates (Figure 14.3). When all of these
layers flow parallel to each other under 
shear, the flow profile between two parallel
plates is called streamline (laminar) flow. The
velocity profile between these two plates in
this special case increases linearly from a
velocity of zero at plate B to a velocity of u at
plate A, and the shear strain is the same
throughout the gap between these two plates.
The shear strain rate between these two plates
is then

Eq. (14-10)

When performing steady shear tests, attention must be made to ensure the shear rate
selection induces laminar flow conditions. Shear rates suggested for numerous applica-
tions are listed in Barnes et al. (1989)

14.3.2 Apparent viscosity and yield stress

As discussed previously, a pure viscous fluid obeys Newton’s law of viscosity, that is,
shear stress is proportional to shear rate with the proportionality constant being the New-
tonian viscosity. However, many foods and non-food materials cannot be so simply
described. A typical phenomenon is that some materials demonstrate different viscosities
under different shear rates. In other words, the ratio of shear stress to shear rate is a func-
tion of shear rate. To distinguish these fluids, a term “apparent viscosity (h)” is used to
represent this ratio:

Eq. (14-11)

Another situation is that some fluids will not flow unless they are subjected to a suffi-
cient amount of force (stress). For example, ketchup does not flow from a bottle until the
bottle is squeezed (sheared) to a certain degree. The stress required to initiate this flow is
called the “yield stress.”
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Figure 14.3 A steady shear between two
parallel plates with plate A moving at a
velocity of u and plate B being fixed.



14.3.3 Rheological models for fluids

Rheologists generated many models to describe Newtonian and non-Newtonian fluids.
For food products, the Herschel–Bulkley model is of practical significance because it
incorporates a yield stress (so):

s = so + Kg.n Eq. (14-12)

where K is the consistency coefficient and n is the flow behavior index.
Fluids are classified into different types according to the magnitude of so, K, and n

(Table 14.1). Typical curves for shear stress-shear strain rate plots (called rheograms) are
illustrated in Figure 14.4 and those for apparent viscosity-shear strain rate (derived from
the stress response) are shown in Figure 14.5.

The following rheological models may be considered as special cases of the 
Herschel–Bulkley model.

14.3.3.1 Newtonian fluids (so = 0, n = 1, K = m)

Newtonian fluids do not have a yield stress, that is, they deform immediately, 
under a small stress. Comparing Equation (14-7) with Equation (14-12), it is clear 
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Table 14.1 Parameters of Different Fluids in the Herschel–Bulkley Model

Fluid Type so K n Examples

Newtonian 0 >0 n = 1 Water, fruit juice, milk, honey,
vegetable oil

Non-Newtonian
Pseudo plastic (shear thinning) 0 >0 0 < n < 1 Applesauce, banana puree, 

orange juice concentrate
Dilatent (shear thickening) 0 >0 1 < n < ∞ Some types of honey, 40%

raw corn starch solution
Bingham-plastic >0 >0 n = 1 Tomato paste
Herschel–Bulkley >0 >0 0 < n < ∞ Minced fish paste, raisin paste

Reprinted with permission from Steffe, 1996.



that in the Herschel–Bulkley model, yield stress is zero, the flow behavior index is 
1.0, and the consistency coefficient is the Newtonian viscosity (Equation 14-7). Honey, 
olive oil, raw milk, water, and air are examples of Newtonian fluids with a viscosity 
of 11.0, 0.084, 0.002, 0.001, and 0.0000181 Pa-s, respectively (Daubert and Foegeding,
1998).
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Figure 14.4 Rheograms of different fluids: 1) Newtonian; 2) shear-thinning (pseudo-plastic); 
3) shear-thickening (dilatent), 4) Bingham plastic; and 5) Herschel–Bulkley.

Figure 14.5 Apparent viscosity as a function of shear rate for different types of fluids: 
1) Newtonian; 2) shear-thinning (pseudo plastic); 3) shear-thickening; 4) Bingham plastic, 
and 5) Herschel–Bulkley.



14.3.3.2 Power-law fluids (so = 0)

These fluids do not have a yield stress, similar to a Newtonian fluid, and have a rate-
dependent viscosity. When plotting apparent viscosity against shear strain rate (Figure
14.5), some power-law fluids have smaller apparent viscosities at higher shear strain rates
and are called shear-thinning or pseudo-plastic fluids. Others show larger apparent vis-
cosities at higher shear rates, called shear-thickening or dilatent fluids. The difference
between these two types of fluids in a rheogram is a declining slope (n < 1) with an increase
in shear rate for shear-thinning fluids and an inclining slope (n > 1) for shear-thickening
fluids (Figure 14.4). For power-law fluids, the Herschel–Bulkley equation is simplified as

s = Kg.n Eq. (14-13)

14.3.3.3 Bingham plastic fluids (n = 1, K = mpl)

These fluids have a yield stress, and the curve appears to be a straight line in a rheogram,
similar to Newtonian fluids. However, the intercept of the curve (shear stress) is greater
than zero (Figure 14.4). The symbol used to describe this linearity is called the plastic vis-
cosity (mpl), and the Herschel–Bulkley model is rewritten as

s = so + mplg
.

Eq. (14-14)

14.3.3.4 Herschel-Bulkley fluids (• > n > 0, K > 0, so > 0)

These fluids also have a yield stress, but unlike Bingham plastic fluids, the curve does
not appear to be a straight line in a rheogram. Instead, the curve looks similar to that of
a pseudo-plastic fluid at a stress greater than shear stress. Equation (14-12) is the model
for Herschel–Bulkley fluids.

14.3.3.5 Rheological behavior correlated with structure

Newtonian fluids have minimal structure and require little force to initiate flow. For
example, water flows easily. Bingham fluids, such as tooth paste, have a weak structure.
This structure must be disturbed (with a stress greater than the “yield stress”) before
flowing. Shear-thinning behavior of a material, such as apple sauce, is due to a weakened
structure from the reorganization of structural elements during shearing. Possible mecha-
nisms of shear-thinning behaviors can be found in Figure 14.6. Herschel–Bulkley fluids
also have a structure that needs to be disrupted before they can flow, and the existence of
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a network results in a shear-thinning behavior upon further deformation. Many food gels
exhibit such behavior.

14.3.4 Rheometry

14.3.4.1 Vane method used to determine yield stress

Yield stress is an important parameter for evaluating the quality of food products. Dif-
ferent forces are required to initiate flow from the ketchup bottle before and after shaking,
which means two yield stresses are associated with creating ketchup flow. In rheology,
these two yield stresses are called dynamic yield stress and static yield stress. Dynamic
yield stress is defined as the yield stress resulting from the chemical structure within the
material that is insensitive to shearing. Static yield stress is caused by the structure formed
within a material over time at rest and is a secondary yield stress when coupled with the
dynamic yield stress. The difference between these two yield stresses is illustrated in
Figure 14.7.

Various methods can be used to determine the yield stress of a material, but the Vane
method is a simple and practical technique for yield stress measurements in the food indus-
try. The vane is a rheological attachment configured with different numbers of blades (4,
6, or 8 are common), each giving similar results (Steffe, 1996). Figure 14.8 shows 
an example of a vane with four blades. In general, the height and diameter of a vane shall
be a ratio of 1.5 ≤ h/d ≤ 4.0, and the details of vane rheometry are provided in Steffe
(1996).
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Figure 14.6 Possible structure rearrangements responsible for shear-thinning behaviors (top: at
rest; bottom: upon shear).



When rotating a vane at a constant speed, the torque required to maintain this speed
first increases and then decreases over time, with the maximum torque associated with the
disruption of sample structure (Mo). Yield stress is estimated from a single measurement
according to the following equation:

Eq. (14-15)

where d and h is the diameter and height of the vane, respectively.

14.3.4.2 Rotational rheometry

Rotational rheometry is a technique that can measure rheological properties of fluids
and semi-solid materials. For a given rheological attachment of known geometrical param-
eters, fluid dynamics is used to analyze constitutive equations associated with the rota-
tional deformation (Macosko, 1994). These principles have been incorporated in the
software of advanced commercial rheometers to give rheological data. Tests can be pro-
grammed to shear a sample with a series of shear rates, strains, or stresses. Some simpler
viscometers permit only one set of rotational parameters. The derivations of shear stress
and shear rate are described below for two common geometries used in steady shear tests
(Daubert and Foegeding,1998).
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Figure 14.7 Difference between dynamic yield
stress and static yield stress in a rheogram
(Reprinted with permission from Steffe, 1996).

Figure 14.8 Sketch of a 4-blade vane
with a height of h and a diameter of d.



14.3.4.2.1 Concentric cylinders

Two cylindrical parts are used in this type
of test. The smaller solid part, called a bob,
is usually attached to a sensing device that
is connected to a transducer to give a torque
during deformation. A cup is used to contain
a sample. The bob, concentric to the cup, is
immersed in the sample (Figure 14.9).
When the cup is rotated by a motor, the set-
up is called a Couette system, while a Searle
system represents the case where a bob is
rotated by a motor and the cup is stationary.
A bob or a cup can be rotated at a fixed

angular velocity (Ω), and the torque (M) needed to maintain this steady shear is recorded.
An angular velocity is expressed in radians per second, which can be converted from 
revolutions per minute (rpm), according to the following equation:

Eq. (14-16)

For a bob with radius Rb and a cup of radius Rc, the shear stress and shear rate at the
surface of the bob may be estimated as follows:

Eq. (14-17)

Eq. (14-18)

14.3.4.2.2 Cone and plate

The cone and plate configuration is another common arrangement for conducting steady
shear tests (Figure 14.10). The angle of the cone is preferably small (q ≈ 1°) to obtain
good results. As a rule of thumb, particles shall be smaller than 1/10 of the gap between
cone and plate. Shear stress and shear rate are constant in the gap and may be determined
based on the torque and angular velocity according to Equations 14-19 and 14-20:

Eq. (14-19)σ
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Figure 14.9 Illustration of concentric cylinders:
bob and cup.



Eq. (14-20)

14.3.4.2.3 Selection of test parameters

Concentric cylinders are suitable for low viscosity fluids and suspensions, while the
cone and plate configuration is convenient for samples of a medium or high viscosity.
Cone and plate configurations use a smaller amount of sample. The sensitivity of this con-
figuration may be compromised by large particles, and a constant gap height must be main-
tained (Daubert and Foegeding, 1998). Selection of shear rates is dependent on the
application (Barnes et al., 1989).

14.4 Rheology of Semi-Solid Materials

Most semi-solid materials are visco elastic materials whose properties cannot be simply
differentiated based on viscosity alone. Two categories of rheological studies are used to
understand visco elastic materials: small strain (linear) and large strain (including non-
linear and fracture/failure) rheology. In small-strain tests, rheological data is obtained
without changing the microstructure of a material. Although less commonly studied, non-
linear visco elasticity is of practical importance for food products because of the masti-
cation process during food consumption. Linear visco elasticity will be the focus here.

Instead of using steady shear tests for fluids, unsteady shear measurements are used to
provide a dynamic approach for studying visco elasticity. The stress or strain is not a 

˙
tan

γ
θ

= Ω
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Figure 14.10 Illustration of a cone and plate configuration.



constant during the measurements and is usually applied to a sample so that this material
can be characterized during processing without perturbing the dynamics of structure devel-
opment. Small strains measurements can be performed by the mode of oscillation, stress
relaxation, or creep, as detailed below.

14.4.1 Small amplitude oscillatory shear tests

14.4.1.1 Principles of measuring visco elastic properties using oscillation
(Ferry, 1980)

In these measurements, a sinusoidal strain (or stress) ensuring the linear visco-
elasticity is applied to a material, and the corresponding stress (or strain) is then measured
(Figure 14.11). Different materials respond to this sinusoidal strain differently. An ideal
elastic material responds immediately to this strain, that is, there is no lag between stress
and strain—a zero phase angle between strain and stress. For an ideal fluid such as water,
the stress is 90° out of phase from strain: a maximum strain corresponds to a zero stress.
For a visco elastic fluid, the lag is between that of an ideal elastic solid and that of an ideal
liquid: a phase angle between 0 and 90°.

Mathematically, when introducing a sinusoidal strain (Equation 14-21), the strain rate
can be written as Equation 14-22:

404 Food Processing Operating Systems and Machinery Design

Figure 14.11 Stress responses of different materials to a sinusoidal strain: a) an ideal solid 
(solid curve); b) a visco elastic material (dash-dotted curve); and c) an ideal viscous fluid 
(dashed curve).



g (t) = go sin(wt) Eq. (14-21)

g. = wgo cos(wt) Eq. (14-22)

where g is the strain at a corresponding time (t), go is the magnitude of the sinusoidal strain,
w is the oscillatory frequency, and g. is the strain rate.

Shear modulus at a time t is expressed by a ratio of stress over strain as

G(t) = s(t)/g(t) Eq. (14-23)

A shear strain can be expressed as an integral of strain rate over time that starts with a
time long before current time. In mathematics, we use a variable, past time (t′), to distin-
guish current time, and the integral can be expressed as

Eq. (14-24)

After reorganizing Equation (14-23) and substituting g(t) with Equation (14-24), we
have

Eq. (14-25)

After transforming s = t − t′ and substituting Equation (14-22) for g.(t′), Equation (14-
25) can be rewritten as

Eq. (14-26)

where G′ is the in-phase component-storage (or elastic) modulus, and G″ is the out-of-
phase component-loss (or viscous) modulus.

In a dynamic test, stress is out of phase with strain for a visco elastic material. Defin-
ing a phase angle (d ) as the parameter related to the energy lost per cycle divided by the
energy stored per cycle, stress can also be written in a sinusoidal format as

s(t) = so sin(wt + d) Eq. (14-27)
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The expansion of the above equation gives

s(t) = so cosd sin(w t) + so sindcos (w t) Eq. (14-28)

Comparing Equations (14-28) and (14-26), the following equations are derived:

Eq. (14-29)

Eq. (14-30)

In the vector form, the G′, G″, and d are intercorrelated (Figure 14.12, Equation 14-31),
and the complex modulus (G*) can be defined as in Equation (14-32):

tand = G″/G′ Eq. (14-31)

G* = G′ + iG″ Eq. (14-32)

In other words, the G′ is the in-phase component, and G″ is the out-of-phase component.
The magnitude of G* is then

Eq. (14-33)

14.4.1.2 Setting up oscillatoray measurement parameters

Oscillation tests can be performed using concentric cylinders or the cone and plate con-
figuration discussed previously. The following parameters are to be determined when
designing an experiment.

14.4.1.2.1 Strain amplitude

As mentioned previously, oscillatoray measure-
ments are based on the assumption that the applied
strain is within the linear viscoelasticity regime (LVR),
that is, the applied deformation will not affect the
material properties, such as structure. To determine
whether or not a strain is within the LVR, a material is
usually subjected to a strain or stress sweep by shear-
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Figure 14.12 Correlations among
G*, G′, G″, and d.



ing the material in a strain/stress range at a fixed frequency. A typical result from a strain
or stress sweep test is illustrated in Figure 14.13. Data can be divided into two regimes:
one regime showing independence of moduli with stress or strain (linear viscoelastic
regime) and the other regime showing stress (or strain) dependence. The strain or stress
dividing these two regimes is called the limit of linear viscoelastic regime (go).

14.4.1.2.2 Oscillation frequency

To program an oscillatory test, oscillatory data must be collected during at least one
complete cycle of a sinusoidal curve. The reciprocal of time to complete a cycle is known
as the frequency of oscillation. The time to complete a sinusoidal cycle can be estimated
by dividing 2p (radian of a cycle) by w (oscillatory frequency in radians/s). For example,
at a frequency of 0.001 radians/s, it takes 6,280s (2p/0.001) or 105min to complete a
cycle! For applications in food process engineering, a frequency range between 0.01 and
100 radians/s is usually recommended (Steffe, 1996).

14.4.1.2.3 Frequency sweep

Frequency sweep tests are used to characterize the mechanical spectra of a material by
oscillating this material in a wide range of frequencies (usually within 0.01 and 100
radians/s) at a fixed strain or stress within the limit of LVR. The data typically indicates
that the material is one of three types (Figure 14.14): gels, concentrated solutions, and
dilute solutions. For gels, the storage modulus is always greater than the loss modulus.
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Figure 14.13 Illustration of a typical strain sweep test used to determine the limit of linear visco-
elastic regime of a material. At the small strain regime, moduli are independent on the strain
applied, and this regime is called the LVR. Moduli show strain-dependence at larger strains, i.e.,
non-linear regime. The strain dividing data into these two regimes is called the limit of LVR (go).



For concentrated solutions, the storage modulus is smaller than the loss modulus at low
frequencies and greater at high frequencies, and there is a cross-over between storage and
loss moduli within the frequency range. For dilute solutions, the loss modulus is always
greater than the storage modulus. It is also informative to look at the phase angles within
the frequency regime (Figure 14.15) for different types of materials. Newtonian materials
are pure viscous and their elastic modulus is always zero: a phase angle of 90° according
to Equation (14-31).

A Hookian solid is pure elastic and its loss modulus is always zero: a phase angle of
zero. For gels, it usually has a constant ratio of loss modulus to storage modulus, that is,
a constant phase angle between 0 and 45° (p/4). For concentrated solutions, their loss
modulus dominates at low frequencies, such as a phase angle >45° (tangent of phase angle
>1). At high frequencies, the storage modulus dominates, and the phase angle is <45°,
meaning they behavior more like a solid. For dilute solutions, the loss modulus is usually
more significant than the elastic modulus (especially at the low frequency regime) even
though they become more solid-like at high frequencies. Frequency dependency of mate-
rials is important for process design and product quality evaluation, as previously dis-
cussed for Deborah numbers (Equation 14-8).
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Figure 14.14 Frequency sweeps of three
types of visco-elastic materials: gels,
concentrated solutions, and dilute
solutions.

Figure 14.15 Phase angles of five types of
materials during frequency sweep tests: ideal
solids, ideal fluids, gels, concentrated solutions,
and dilute solutions (Reprinted with permission
from Steffe, 1996).



14.4.2 Stress relaxation tests

In this mode of measurements, a material is subjected to a sudden strain (gstep) at a time,
t, of zero, and this strain is then held at a constant while measuring the stress (s) needed
to maintain this deformation over time (Figure 14.16). For an ideal solid, the stress will
be a constant over time, as indicated by the Hookian law (Equation 14-6). For a pure
viscous liquid, this stress will become zero in “no” time because even a small deforma-
tion will cause this liquid to flow and the structure can be re-equilibrated. For a visco
elastic material, an equilibrium stress is a function of material properties: a visco elastic
liquid will reach a stress of zero if given enough time to reach equilibrium, while a visco
elastic solid will reach a stress greater than zero when in equilibrium. The closer the equi-
librium stress is to the initial stress, the more elastic is the material. For example, a visco
elastic solid A in Figure 14.16 is more elastic than a visco elastic solid B.

The modulus of a material during relaxation may be fit to a modified Maxwell model:

Eq. (14-34)

where Go is the initial modulus at time of zero, G∞ is the equilibrium modulus for various
materials, and t is the relaxation time.
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Figure 14.16 Responses of different materials during stress relaxation tests.



Both G∞ and t are characteristics of a material. G∞ equals Go for an ideal elastic solid,
zero for an ideal viscous liquid and a visco elastic liquid (e.g., mayonnaise), and a value
between zero and Go for a visco elastic solid (e.g., cheddar cheese). The relaxation time
describes how slowly G decreases from its initial value and is defined as the time it takes
for the stress to decay to 1/e (e being the base of the natural logarithm, 2.72) or 36.8% of
its initial value. When looking at rheological data (G), t is the time when G = G∞ +
0.368(Go − G∞).

Stress relaxation tests can be performed in the modes of compression, extension, or
shear. It should be noted that rheological data of some materials does not fit this modified
Maxwell model well and more complicated models will be needed for these materials.

14.4.3 Creep tests

In this category of measurements, a material is subjected to a sudden stress (sstep) at
time zero, and this stress is then held at a constant for a period of time and then released
while measuring the deformation over time (Figure 14.17). For an ideal solid, the defor-
mation will be seen immediately when the stress is applied and will disappear immedi-
ately once the stress is removed (imagine compressing or pulling a spring). In other words,
the structure of an ideal solid can be recovered completely. An ideal liquid flows with this
applied stress, and strain thus increases with time. When this stress is removed, an ideal
liquid stays at the deformed position without going back to its initial position to any degree,
that is, there is no recovery because it reaches its new equilibrium state in no time. The
behavior of a visco elastic material lies between these two extremes and there is a per-
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Figure 14.17 Responses of different materials during creep recovery tests.



manent deformation at equilibrium. The degree of recovery is thus an indication of the
elasticity of a material.

Analogous to relaxation modulus, there is a parameter called compliance modulus (J,
defined as strain divided by stress) to describe the recovering process. Readers are referred
to Steffe (1996) for additional details of applying mathematical models to fit data from
creep recovery tests.

14.5 Interfacial Rheology

Besides measurements on bulk rheological properties discussed above, it is also impor-
tant to understand properties of oil/water and air/water interfaces, because emulsions and
foams are common types of food dispersions. Interfacial properties are important for the
stability of these dispersions and thus quality of foods during processing and storage. For
example, small molecular weight emulsifiers (e.g., lecithin) and proteins are all surface
active agents (surfactants). However, these surfactants have different performances when
emulsifying and stabilizing emulsions and foams. Interfaces stabilized by proteins are
visco elastic and more resistant to deformation and coalescence (formation of a larger par-
ticle at the cost of two smaller ones). However, interfaces stabilized by proteins at differ-
ent bulk solvent conditions also possess different characteristics. Interfacial rheology
provides a fundamental approach in studying the properties of interfaces. Readers are
referred to literature for interfacial hydrodynamics and derivations leading to interfacial
rheological parameters (Edwards et al., 1991).

Briefly, interfacial rheology can be classified into two categories based on the type of
deformation at interfaces: dilatational rheology (under a compression/expansion deforma-
tion) and shear rheology (with a shear deformation). The timescale for forming a new
interface in food colloids during the dispersion process is typical of dilatational rheology,
because the deformation of the interfaces during emulsification and foaming is expansion
and compression (Rodríguez Patino and Carrera Sánchez, 2004). However, complex com-
bined flows during food processing must be taken into account for coalescence when
studying rheology. Interfacial shear rheology can provide important information about:

(a) the interfacial structures that sometimes can not be obtained from dilata-
tional rheology (Bntchev and Schwartz, 2003); and

(b) the competitive adsorption and interactions in mixed protein films 
(Dickinson et al., 1990).

14.5.1 Interfacial dilatational rheology

A common method of studying interfacial dilatational rheology is based on the pendant
drop principle, also called goniometer (Figure 14.18). A solution is delivered manually or
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automatically (via computer control) through a capillary tip to form a droplet of a defined
volume. This droplet can be immersed in another bulk phase, air or oil, whose tempera-
ture can be controlled by an environment chamber. Illumination is provided on one side
of this chamber, and the profile of this droplet is captured by a video camera on the other
side. By analyzing the shape of this droplet based on the digital images, the surface tension
between these two bulk phases can be calculated. A dynamic mode of tests can also be
enabled by a motor that introduces an oscillating flow of the solution in the capillary tube,
expanding and contracting the droplet at a defined frequency.

The principle of this dynamic test is analogous to the aforementioned small amplitude
oscillatory shear tests, and the interfacial rheological properties are described using a
complex surface dilatational modulus (E*) that has a real component (storage modulus,
E′) and an imaginary component (loss modulus, E″), expressed as in Equation (14-35). A
phase angle can also be defined as Equation (14-36). Determination of these moduli is
based on the data from the surface area of the droplet and surface tension, detailed by
Myrvold and Hansen (1998).

E* = E′ + iE″ Eq. (14-35)

Eq. (14-36)

With these dilatational moduli, it is possible to study the dynamics of interfaces during
processing. For example, Rodríguez Patino et al. (2002), using dilatational modulus and
phase angles, illustrated that the gelation of oil/water interfaces in the presence of whey
protein isolates occurred at a temperature as low as 40°C, lower than the gelation tem-
perature of whey proteins in bulk solutions (75 to 90°C) (Puyol et al., 2001). Another
example was the application of interfacial rheology to differentiate characteristics of
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Figure 14.18 Schematic illustration of the setup of a goniometer.



lysozyme (a globular protein) and β-casein (a morphile protein) at a hexadecane/water
interface (Freer et al., 2004). Interface with adsorbed lysozyme showed an increase in a
solid-like behavior with age after protein unfolding and interaction with remaining pro-
teins in the aqueous solution to form a gel-like interface. In contrast, the interface with β-
casein was weaker than that for lysozyme and did not show a substantial change with time.

14.5.2 Interfacial shear rheology

Various geometries have been used in interfacial shear rheology (Edwards et al., 1991). 
Those used to study milk proteins at interfaces included a magnetic rod (Bantchev and
Schwartz, 2003), a Wilhelmy plate (Rodríguez Patino and Carrera Sánchez, 2004), a 
Du Noüy ring (Roberts et al., 2005), and a bi-conical disc operated with a Couette-type
(Dickinson et al., 1985) or Searle-type rheometer (Spiecker and Kilpatrick, 2004; Emi 
et al., 2003).

A bi-conical bob operated with a Searle type rheometer is illustrated in Figure 14.19.
The biconical bob is carefully placed at an oil/water or air/water interface, with the bulk
phase at a temperature equilibrated by a jacket with circulating water (Spiecker and 
Kilpatrick, 2004). Interfacial viscosity and interfacial shear moduli can be tested similarly
to bulk rheology, and the same terminology can be applied except with addition of “inter-
facial” before each term. Derivations of interfacial shear rheological parameters from such
measurements were provided by Erni et al., 2003.

14.6 Conclusions

Rheology is an important field for studying food products. Rheology is governed 
by constitutive relations, but non-ideality exists for materials that have not been success-
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Figure 14.19 A Searle type rheometer setup using a biconical bob to measure interfacial shear
rheology.



fully described with physical models. The non-ideality is more significant for foods because
of the complex compositions and processing and storage conditions involved. Rheology
provides a powerful approach in quantifying properties of fluidic and semi-solid foods as
well as interfaces. Rheological studies supply important information for developing new
products and processes and are essential in understanding physical chemistry of foods.

References

G. B. Bantchev and D. K. Schwartz. Surface shear rheology of β-casein layers at the air/solution
interface: formation of a two-dimensional physical gel. Langmuir 19: 2673–2682, 2003.

H. A. Barnes, J. F. Hutton, and K. Walters. An Introduction to Rheology. Elsevier, New York,  1989.
C. R. Daubert and E. A. Foegeding. Rheological principles for food analysis. In S. S. Nielson,

(Editor) Food Analysis, second edition. Aspen Publishers, Inc. Gaithersburg, MD, 1998.
E. Dickinson, B. S. Murray, and G. Stainsby. Time-dependent surface viscosity of adsorbed films

of casein + gelatin at the oil-water interface. J. Colloid Interf. Sci. 106: 259–262, 1985. 
E. Dickinson, S. E. Rolfe, and D. G. Dalgleish, Surface shear viscometry as a probe of protein-

protein interactions in mixed milk protein films adsorbed at the oil-water interface. Int. J. Biol.
Macromol. 12: 189–194, 1990. 

D. A. Edwards, H. Brenner, and D. T. Wasan. Interfacial Transport Processes and Rheology. 
Butterworth-Heinemann, Stonheam, MA, 1991.

P. Erni, P. Fischer, E. J. Windhab, V. Kusnezov, H. Stettin, and J. Läuger. Stress- and strain-
controlled measurements of interfacial shear viscosity and viscoelasticity at liquid/liquid and
gas/liquid interface. Rev. Sci. Instrument. 74: 4916–4924, 2003.

J. D. Ferry. Viscoelastic Properties of Polymers, third edition. John Wiley & Sons, Inc., New York,
1980.

E. M. Freer, K. S. Yim, G. G. Fuller, and C. J. Radke. Interfacial rheology of globular and flexi-
ble proteins at hexadecane/water interface: comparison of shear and dilatation deformation. J.
Phys. Chem. B. 108: 3835–3844, 2004.

C. W. Macosko. Rheology Principles, Measurements, and Applications. Wiley-VCH, New York,
1994.

R. Myrvold and F. K. Hansen. Surface elasticity and viscosity from oscillating bubbles measured
by automatic axisymmetric drop shape analysis. J. Colloid Interf. Sci. 207: 97–105, 1998.

P. Puyol, M. D. Perez, and D. S. Horne. Heat-induced gelation of whey protein isolates (WPI):
effect of NaCl and protein concentration. Food Hydrocolloid. 15: 233–237, 2001.

S. A. Roberts, I. W. Kellaway, K. M. G. Taylor, B. Warburton, and K. Peters. Combined surface
pressure-interfacial shear rheology study of the effect of pH on the adsorption of proteins at the
air-water interface. Langmuir 21: 7342–7348, 2005. 

J. M. Rodríguez Patino and C. Carrera Sánchez. Structural, topographical, and shear characteris-
tics of milk protein and monoglyceride monolayers spread at the air-water interface. Langmuir
20: 4530–4539, 2004.

J. M. Rodríguez Patino, M. R. Rodríguez Niño, and C. Carrera Sánchez. Dynamic interfacial rhe-
ology as a tool for the characterization of whey protein isolates gelation at the oil-water inter-
face. J. Agric. Food Chem. 47: 3640–3648, 1999.

P. M. Spiecker and P. K. Kilpatrick. Interfacial rheology of petroleum asphaltenes at the oil-water
interface. Langmuir 20: 4022–4032, 2004. 

J. F. Steffe. Rheological Methods in Food Process Engineering, second edition. Freeman Press,
East Lansing, MI, 1996.

414 Food Processing Operating Systems and Machinery Design



15 Thermal Processing for Food 
Sterilization and Preservation

Arthur A. Teixeira

University of Florida, Gainesville, FL, USA

15.1 Introduction

Thermal processing of shelf-stable foods, normally thought of as canned foods, has been
one of the most widely used methods of food preservation during the twentieth century,
and has contributed significantly to the nutritional well-being of much of the world’s pop-
ulation. Thermal processing consists of heating food containers in pressurized retorts
(steam autoclaves or “pressure cookers”) at specified temperatures for prescribed lengths
of time. These process times are calculated on the basis of achieving sufficient bacterial
inactivation in each container to assure food safety to the consuming public, and to ensure
that the probability of spoilage will be less than some minimum. Associated with each
thermal process is always some degradation of heat-sensitive vitamins and other quality
factors that are undesirable. Because of these quality and safety factors, great care is taken
in the calculation of these process times and in the control of time and temperature during
processing, to avoid either under- or over-processing. The heat transfer considerations that
govern the temperature profiles achieved within the container of food are critical factors
in the determination of time and temperature requirements for sterilization. This chapter
will summarize the scientific principles upon which thermal processing conditions are
specified, and describe the food process machinery systems used in the food industry to
accomplish sterilization both in-container (retort systems) and out-of-container (aseptic
systems), along with a summary of the FDA/USDA Low-acid Canned Food (LACF) reg-
ulations that apply to the operation of these equipment and machinery systems.

15.2 Scientific Principles: 
Food Microbiology Considerations

15.2.1 An overview

An understanding of two distinct bodies of knowledge is required to appreciate the basic
principles involved in thermal process calculation. The first of these is an understanding
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of the thermal inactivation kinetics (heat
resistance) of food-spoilage-causing organ-
isms. The second is an understanding of heat
transfer considerations that govern the tem-
perature profiles achieved within the food con-
tainer during the process, commonly referred
to in the canning industry as heat penetration.

Figure 15.1 illustrates the interdependence
between the thermal inactivation kinetics of
bacterial spores and the heat transfer consid-
erations in the food product. Thermal inacti-
vation of bacteria generally follows first-order
kinetics and can be described by logarithmic
reduction in the concentration of bacterial
spores with time for any given lethal temper-
ature, as shown in the upper curves in Figure
15.1. These are known as survivor curves. The
decimal reduction time, D, is expressed as the
time required to achieve one log cycle of
reduction in concentration, C. As suggested by
the upper curves shown, D is temperature
dependent and varies logarithmically with

temperature, as shown in the second graph. This is known as a thermal death time curve
and is essentially a straight line over the range of temperatures employed in food sterili-
zation. The slope of the curve describing this relationship is expressed as the temperature
difference, Z, required for the curve to transverse one log cycle. The temperature in the
food product, in turn, is a function of the retort temperature (TR), initial product tempera-
ture (TI), location within the container (x), thermal diffusivity of the product (α), and time
(t) in the case of a conduction-heating food.

Thus, the concentration of viable bacterial spores during thermal processing decreases
with time in accordance with the inactivation kinetics, which are a function of tempera-
ture. The temperature, in turn, is a function of the heat transfer considerations involving
time, spacial location, combined thermal and physical properties and initial and boundary
conditions (initial product temperature, and retort temperature, respectively).

15.2.2 Sterilizing value

The sterilizing value of a thermal process is defined as the number of logarithm cycles
reduction in a specified population of bacterial spores required of a thermal process. Once
the thermal-death-time (TDT) curve (second graph in Figure 15.1) has been established
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Figure 15.1 Time and temperature
dependence of the thermal inactivation
kinetics of bacterialspores in the thermal
processing of canned foods (Teixeira, 1992).



for a given microorganism, it can be used to calculate the time-temperature requirements
for any idealized thermal process. This is the isothermal process in which product is 
heated instantly and uniformly to the treatment temperature, held there for a specified 
time, and likewise cooled instantly and uniformly. For example, assume a process is
required that will achieve a six-log-cycle reduction in the population of bacterial spores
whose kinetics are described by the TDT curve in Figure 15.1 at a specified process 
temperature (T). The D value at that temperature is taken from the curve and simply 
multiplied by the number of log cycles of spore reduction required to determine the process
time needed.

Since the TDT curve is a straight line on a semi-log plot, all that is needed to specify
such a curve is its slope and a single reference point on the curve. The slope of the curve
is specified by the Z value, and the reference point is the D value at a reference tempera-
ture. For sterilization of low-acid foods (pH above 4.5), in which thermophilic spores of
relatively high heat resistance are of concern, this reference temperature is usually taken
to be 121°C (250°F). For high-acid foods or pasteurization processes in which microor-
ganisms of much lower heat resistance are of concern, lower reference temperatures are
used, such as 100°C or 66°C. In specifying a reference D value for a microorganism, the
reference temperature is shown as a subscript, such as D121 or D100.

15.2.3 Process lethality

The example process calculation carried out in the preceding sub-section shows that,
for a given Z-value, the specification of any one point on the straight line drawn parallel
to the TDT curve but intersecting the process time at process temperature is sufficient 
to specify the sterilizing value of any process combination of time and temperature on 
that line. The reference point that has been adopted for this purpose is the time in minutes
at the reference temperature of 121°C, or the point in time where the equivalent 
process curve crosses the vertical axis drawn at 121°C, and is known as the F-value for
the process. This is often referred to as the lethality of a process or process lethality, 
and since it is expressed in minutes at 121°C, the unit of lethality is 1min at 121°C. Thus
if a process is assigned an F-value of 6, it means that the integrated lethality achieved by
whatever time-temperature history is employed by the process must be equivalent to 
the lethality achieved from 6 minutes exposure to 121°C. This, of course, assumes an 
idealized process of instantaneous heating to 121°C followed by instantaneous cooling
after the 6-minute hold. All that is required to specify the F-value is to determine 
how many minutes at 121°C will be required to achieve the specified level of log-cycle
reduction. The D121 value is used for this purpose, since it represents the number of 
minutes at 121°C to accomplish one log-cycle reduction. Thus the F-value is equal to 
D121 multiplied by the sterilizing value (number of log cycles required in population 
reduction):
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F = D121(log a − log b) Eq. (15-1)

where a is the initial and b is the final number of viable spores (or survivors).
In the example given earlier, assume the value, D121 = 1.5min, was taken from the hypo-

thetical TDT curve in Figure 15.1, and multiplied by the required sterilizing value (6 log
cycles). Thus F = 1.5 (6) = 9 minutes, and the lethality for this process has been specified
as F = 9 minutes. This is normally the way in which a thermal process is specified for a
subsequent calculation of a process time at some other temperature. In this way pro-
prietary information regarding specific microorganisms of concern and/or numbers of log
cycles reduction can be kept confidential, and replaced by the F-value (lethality) as a
process specification.

Note also that this F-value serves as the reference point to specify the equivalent process
design curve discussed earlier. By plotting a point at 9 minutes on the vertical line passing
through 121°C on a TDT graph, and drawing a line parallel to the TDT curve through this
point, the line will pass through all combinations of process time and temperature that
deliver the same level of lethality. The equation for this straight line can be used to 
calculate the process time (t) at some other constant temperature (T) when F is specified:

F = 10[(T − 121)/Z]t Eq. (15-2)

The following equation becomes important in the general case when the product tem-
perature varies with time during a process, and the F-value delivered by the process must
be integrated mathematically:

Eq. (15-3)

At this point, Equations (15-1) and (15-3) have been presented as two clearly different
mathematical expressions for the process lethality, F. It is important that the distinction
between these two expressions be clearly understood. Equation (15-1) is used to deter-
mine the F-value that should be specified for a process, and is determined from the log-
cycle reduction in spore population required of the process (sterilizing value) by
considering factors related to safety and wholesomeness of the processed food, as dis-
cussed in the following section. Equation (15-3) is used to determine the F delivered by
a process as a result of the time-temperature history experienced by the product during
the process. Another observation is that Equation (15-1) makes use of the D121 value in
converting log cycles of reduction into minutes at 121°C, while Equation (15-3) makes
use of the Z value in converting temperature-time history into minutes at 121°C. Because
a Z value of 10°C (18°F) is so commonly observed or assumed for most thermal pro-
cessing calculations, F values calculated with a Z of 10°C and reference temperature of
121°C are designated FO.

F
T Z dt

t

= −( )[ ]
∫10

121

0

/
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15.2.4 Specification of process lethality

Establishing the sterilizing value to be specified for a low-acid canned food is undoubt-
edly one of the most critical responsibilities taken on by a food scientist or engineer acting
on behalf of a food company in the role of a competent thermal processing authority. In
this section we outline briefly the steps normally taken for this purpose (Graves, 1987;
Stumbo, 1965). There are two types of bacterial populations of concern in canned food
sterilization. First is the population of organisms of public health significance. In low-acid
foods with pH above 4.5, the chief organism of concern is Clostridium botulinum. A safe
level of survival probability that has been accepted for this organism is 10−12, or one sur-
vivor in 1012 cans processed. This is known as the 12 D concept for a botulinum cook.
Since the highest D121 value known for this organism in foods is 0.21min, the minimum
lethality value for a botulinum cook, assuming an initial spore load of one organism per
container, is:

F = 0.21 × 12 = 2.52

Essentially all low-acid foods are processed far beyond the minimum botulinum cook
in order to avoid economic losses from spoilage-causing bacteria of much greater heat
resistance (the second type). For these organisms, acceptable levels of spoilage probabi-
lity are usually dictated by marketing and/or economic considerations. Most food compa-
nies accept a spoilage probability of 10−5 from mesophilic spore-formers (organisms that
can grow and spoil food at room temperature, but are non-pathogenic). The organism most
frequently used to characterize this classification of food spoilage is a strain of C. sporo-
genes, a putrefactive anaerobe (PA) known as PA 3679, with a maximum D121 value of
one minute. Thus a minimum lethality value for a mesophilic spoilage cook, assuming an
initial spore of load of one spore per container, is:

F = 1.00 × 5 = 5.00

Where thermophilic spoilage is a problem, more severe processes may be necessary
because of the high heat resistance of thermophilic spores. Fortunately, most thermophiles
do not grow readily at room temperature and require incubation at unusually high storage
temperatures (45–55°C) to cause food spoilage. Generally, foods with no more than 1%
spoilage (spoilage probability of 10−2) upon incubation after processing, will meet the
accepted 10−5 spoilage probability in normal commerce. Therefore, when thermophilic
spoilage is a concern, the target value for the final number of survivors is usually taken
as 10−2, and the initial spore load needs to be determined through microbiological analy-
sis, since contamination from these organisms varies greatly. For a situation with an initial
thermophilic spore load of 100 spores per can, and an average D121 value of 4.00, the
process lethality required would be
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F = 4.00(log100 − log0.01) = 4.00(4) = 16

The procedural steps above are only preliminary guidelines for average conditions, 
and often need to be adjusted up or down in view of the types of contaminating bacteria
that may be present, the initial level of contamination or bioburden of the most resistant
types, the spoilage risk accepted, and the nature of the food product from the standpoint
of its ability to support the growth of the different types of contaminating bacteria that are
found.

15.3 Scientific Principles: (Engineering Heat 
Transfer Considerations)

15.3.1 Steady state (isothermal) heat transfer

In the previous sections on thermal inactivation kinetics of bacterial spores, frequent
reference was made to an idealized process in which the food product was assumed to be
heated instantaneously to a lethal temperature, then cooled instantaneously after the
required process time. These are idealized isothermal processes (time at a constant 
temperature). They are important to gain an understanding of how the kinetic data can 
be used directly to determine the process time at any given lethal temperature for an
isothermal process. There are, in fact, commercial sterilization processes for which this
method of process-time determination is applicable. These are high-temperature short-time
(HTST) pasteurization or ultra-high temperature (UHT) sterilization processes for liquid
foods that make use of flow-through heat exchangers and/or steam injection heaters and
flash cooling chambers for instantaneous heating and cooling. The process time is accom-
plished through the residence time in the holding tube between the heater and cooler as
the product flows continuously through the system. This method of product sterilization
is most often used with aseptic processing and filling systems, described later in this
chapter.

15.3.2 Unsteady (non-isothermal) heat transfer

In thermal processing of most canned foods involving retort (autoclave) processing, the
situation is different from the idealized processes described above. Containers are first
filled with a relatively cool non-sterile product, sealed after headspace evacuation, and
placed in steam retorts, which apply heat to the outside container surface. The product
temperature can then only respond in accordance with the physical laws of heat transfer,
and will gradually rise in an effort to approach the temperature at the surface, followed
by a gradual fall in response to cooling at the surface. In this situation, the lethality 
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delivered by the process will be the result of the transient time-temperature history expe-
rienced by the product at the slowest-heating location in the container. This is usually the
geometric center unless heat transfer occurs by natural convection under a still cook.
Therefore, the ability to determine this time-temperature history accurately is of paramount
importance in the calculation of thermal processes. In this section we review the various
modes of heat transfer found in canned foods, and describe methods of temperature meas-
urement and recording and how these data are treated for subsequent use in thermal process
calculation.

15.3.3 Heat transfer mechanisms

Solid-packed foods, in which there is essentially no product movement within the 
container, even when agitated, heat largely by conduction heat transfer. Because of the
lack of product movement and the low thermal diffusivity of most foods, these products
heat very slowly and exhibit a non-uniform temperature distribution during heating 
and cooling caused by the temperature gradient between the can wall and geometric 
center. For conduction-heating products, the geometric center is the slowest heating 
point. Therefore, process calculations are based on the temperature history experienced by
the product at the can center. Solid-packed foods, such as canned fish and meats, baby
foods, pet foods, pumpkin, and squash fall into this category. These foods are usually
processed in still cook or continuous hydrostatic retorts that provide no mechanical 
agitation.

Thin-bodied liquid products packed in cans such as, milk, soups, sauces, and gravies
will heat by either natural or forced convection heat transfer, depending on the 
use of mechanical agitation during processing. In a still cook retort that provides no 
agitation, product movement will still occur within the container because of natural 
convective currents induced by density differences between the warmer liquid near the 
hot can wall and the cooler liquid near the can center. The rate of heat transfer in 
nearly all convection-heating products can be increased substantially by inducing 
forced convection through mechanical agitation. For this reason, most convection-
heating foods are processed in agitating retorts designed to provide either axial or end-
over-end can rotation. Normally, end-over-end rotation is preferred and can be provided
in batch retorts, while continuous agitating retorts can provide only limited axial 
rotation.

Unlike conduction-heating products, because of product movement in forced 
convection-heating products, the temperature distribution throughout the product is 
reasonably uniform under mechanical agitation. In natural convection the slowest heating
point is somewhat below the geometric center and should be located experimentally in
each new case. The two basic mechanisms of conduction and convection heat transfer in
canned foods are illustrated schematically in Figure 15.2 (Lopez, 1987).
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15.3.4 Heat penetration measurement

The primary objective of heat penetration measurements is to obtain an accurate record-
ing of the product temperature at the can cold spot over time while the container is being
treated under a controlled set of retort processing conditions. This is normally accom-
plished through the use of copper-constantan thermocouples inserted through the container
wall so as to have the junction located at the cold spot. Thermocouple lead wires pass
through a packing gland in the wall of the retort for connection to an appropriate data
acquisition system in the case of a still cook retort. For agitating retorts, the thermo-
couple lead wires are connected to a rotating shaft for electrical signal pick-up from the
rotating armature outside the retort. Specially designed thermocouple fittings are com-
mercially available for these purposes (Stumbo, 1965; Teixeira, 1992).

The precise temperature-time profile experienced by the product at the cold spot will
depend on the physical and thermal properties of the product, size and shape of the con-
tainer, and retort operating conditions. Therefore, it is imperative that the product used in
heat penetration tests be truly representative of the commercial product with respect to
ingredient formulation, fill weight, headspace, can size, and so on. In addition, the labo-
ratory or pilot plant retort being used must accurately simulate the operating conditions
that will be experienced by the product during commercial processing on the production-
scale retort systems intended for the product. If this is not possible, heat penetration tests
should be carried out using the actual production retort during scheduled breaks in pro-
duction operations.
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During a heat penetration test, both the retort temperature history and product temper-
ature history at the can center are measured and recorded over time. A typical test process
will include venting of the retort with live steam to remove all atmospheric air and fully
discharge any accumulating condensate, then fully closing the vents and drain to bring the
retort up to operating pressure and temperature. This is the point at which “process time”
begins, and the retort temperature is held constant over this period of time. At the end of
the prescribed process time, the steam is shut off and cooling water is introduced under
overriding air pressure to prevent sudden pressure drop in the retort. This begins the
cooling phase of the process, which ends when the retort pressure returns to atmosphere
and the product temperature in the can has reached a safe low level for removal from the
retort. A typical temperature-time plot of these data is shown in Figure 15.3, and illus-
trates the degree to which the product cold spot temperature in the container lags behind
the retort temperature during both heating and cooling.

15.4 Process Calculation

Once a heat penetration curve has been obtained from laboratory heat penetration data
or predicted by a mathematical model, the lethality accomplished by the temperature-
history experienced at the cold spot can be calculated by the General Method. As the name
implies, the general method is the most versatile method of process calculation because it
is universally applicable to essentially any type of thermal processing situation. It makes
direct use of the product temperature history at the can center obtained from a heat pen-
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etration test (or predicted by a mathematical model) to evaluate the integral shown in Equa-
tion (15-3) for calculating the process lethality delivered by a given temperature-time
history. A straightforward numerical integration of Equation (15-3) can be expressed as
follows with reference to Figure 15.4:

Eq. (15-4)

Figure 15.4 is a direct plot of the can center or cold spot temperature experienced during
a heat penetration test. Since no appreciable lethality can occur until the product temper-
ature has reached the lethal temperature range (above 220°F), Equation (15-4) need only
be evaluated over the time period during which the product temperature remains above
220°F. By dividing this time period into small time intervals (∆t) of short duration (Figure
15.4), the temperature Ti at each time interval can be read from the curve and used to cal-
culate the incremental lethality (∆Fi) accomplished during that time interval. Then the sum
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Figure 15.4 Temperature history at center of canned food during thermal process for calculation
of process lethality by general method (Teixeira, 1992).



of all these incremental sterilizing values equals the total lethality, Fo, delivered by the test
process. To determine the process time required to deliver a specified lethality, the cooling
portion of the curve in Figure 15.4 is shifted to the right or left and the integration is
repeated until the delivered sterilizing value so calculated agrees with the value specified
for the process.

The general method is particularly useful in taking maximum advantage of computer-
based data acquisition systems used in connection with heat penetration tests. Such
systems are capable of reading temperature signals received directly from thermocouples
monitoring both retort and product center temperature, and processing these signals
through the computer. Through programming instructions, both retort temperature and
product center temperature, are plotted against time without any data transformation. This
allows the operator to see what has happened throughout the duration of the process test.
As the data are being read by the computer, additional programming instructions call for
calculation of the incremental process lethality (∆Fi) at each time interval between tem-
perature readings and summing these over time as the process is under way. As a result,
the accumulated lethality (F) is known at any time during the process and can be plotted
on the graph along with the temperature histories to show the final value reached at the
end of the process. An example of the computer printout from such a heat penetration test,
along with the results from shifting the cooling curve is shown in Figure 15.5. These results
show that test 1, with a process time of 68min, produced an F value of 6min; test 2 (after
shifting the cooling curve forward), with a process time of 80min, produced an F value
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accomplished lethality (Fo) over time for two different process times (superimposed).



of 8, suggesting that a target F value of 7 will be achieved by an intermediate process
time. This can be confirmed by running a test at the suggested process time, and examin-
ing the resulting F value.

15.5 Commercial Retort Sterilization Equipment Systems

This section describes briefly some of the commercial retort equipment systems that are
used in the food canning industry to accomplish thermal processes efficiently on a pro-
duction scale. Just as with most industrial processing operations, both batch and conti-
nuous systems are available. As the name implies, batch systems are made up of individual
batch retorts that operate intermittently. Scheduling of the retorts is skillfully staggered so
that workers move from retort to retort, manually unloading and reloading each retort as
its scheduled process cycle comes to an end. In continuous systems, cans are automati-
cally fed into and out of retort systems that operate continuously over one or more working
shifts.

15.5.1 Batch retorts

The vertical still cook batch retort shown schematically in Figure 15.6a, and shown
together with its horizontal counterpart in Figure 15.6b, are perhaps the grandfathers of
all batch retorts. Hardly any food science pilot plant or laboratory is complete without one.
The units shown in Figure 15.6b are of historical vintage, but many still operate today in
many parts of the world. A typical production vertical unit will measure 42 in. in diame-
ter by 8–9 ft in height. Cans are loaded in crates that are handled by a chain hoist for lifting
and lowering into vertical retorts, or into wheeled carts that roll on rails into horizontal
retorts. Most retorts are designed to hold either three or four crates or carts, with a total
capacity of more than 1,000 No. 2 cans per batch, or 400 No. 10 cans. Although the basic
design of these retorts has changed little since the turn of the century, they are still popular
and are to be found operating in many food canneries today. This continued popularity is
due to the simpli-city of their design and operation and their versatility to accommodate
virtually all can sizes and shapes.

Although the unloading and reloading operations are labor-intensive, a well-managed
cook room can operate with surprising efficiency. The cook room is the room or area within
a food canning plant in which the retorts are located. Some cook rooms are known to have
more than 100 vertical still cook retorts operating at full production. Although each retort
is a batch cook operation, the cook room as a whole operates as a continuous production
“system” in that filled and sealed unsterilized cans enter the cook room continuously from
the filling line operations, and fully-processed sterilized cans leave the cook room con-
tinuously. Within the cook room itself, teams of factory workers move from retort to retort
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to carry out loading and unloading operations. Retort operators are responsible for a given
number or “bank” of retorts, and  carefully monitor the operation of each retort to make
sure that the scheduled process is delivered for each batch.

In general, all operations are the same for horizontal retorts as with vertical 
retorts, except that crates are usually moved into and out of horizontal retorts on trolley
tracks instead of chain hoists. For convection-heating products that benefit from mechan-
ical agitation during processing, agitating batch retorts are available. A modern-day 
horizontal batch retort is shown in Figure 15.7a, with several such retorts making 
up a large cook-room operation shown in Figure 15.7b, while Figure 15.7c contains a
collage of batch retorts designed for flexible or semi-rigid retortable packaging systems.
These operate with water spray, water cascade, or steam-air mixtures with programmed
overriding air pressure, and are capable of delivering end-over-end agitation when 
desired.
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Figure 15.6a Schematic diagram of vertical still-cook retort showing basic controls and piping
(With courtesy from Lopez, 1987).



15.5.2 Continuous retort systems

Continuous retort operations require some means by which filled, sealed containers are
automatically and continuously moved from atmospheric conditions into a pressurized
steam environment, held or conveyed through that environment for the specified process
time, and then returned to atmospheric conditions for further handling operations. The

428 Food Processing Operating Systems and Machinery Design

Figure 15.6b Historical vertical (top) and horizontal (bottom) still-cook retorts 
(vintage 1900–1940).



Figure 15.7a Modern-day horizontal batch retort (courtesy of the FMC Corporation).

Figure 15.7b Batch retort system in large cook-room operation (courtesy of the FMC
Corporation).
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Figure 15.7c Rotating batch retorts with end-over-end rotation and overriding air pressure for
flexible and semi-rigid retortable packages (courtesy of ALPAX Corporation).



best-known commercially available systems that accomplish these requirements are the
crateless retort, the continuous rotary cooker, and the hydrostatic sterilizer. Two other
systems, which operate on different principles but accomplish this same purpose for
special products, are the Flash “18” system and Steriflamme system.

15.5.2.1 Crateless retorts

A crateless retort system is an automatic cook room in that the system is made up of a
series of individual retorts, each operating in a batch mode, with loading, unloading, and
process scheduling operations all carried out automatically without the use of crates. An
individual crateless retort is illustrated schematically in Figure 15.8a, and as it appears on
the factory floor in Figure 15.8b. When ready to load, the top hatch opens automatically,

and cans fed from an incoming conveyor literally “fall” into
the retort, which is filled with hot water to cushion the fall.
Once fully charged, the hatch is closed and steam entering
from the top displaces the cushion water out of the bottom.
When the cushion water has been fully displaced, all valves
are closed and processing begins. At the end of the process
time, the retort is refilled with warm water and the bottom
hatch, which lies beneath the water level in the discharge
cooling canal, is opened to let the cans fall gently on to the
moving discharge conveyor in the cooling canal. After all
cans are discharged, the bottom hatch is reclosed and the
retort is ready to begin a new cycle (Figure 15.9). A com-
mercial system of crateless retorts would consist of several
such retorts in a row sharing a common infeed and discharge
conveyor system to achieve continuous operation of any
design capacity.

15.5.2.2 Continuous rotary cookers

The continuous rotary pressure sterilizer or “cooker” is a
horizontal rotating retort through which the cans are con-
veyed while rotating about their own axis through a spiral
path and rotating reel mechanism, as illustrated in the
cutaway view of Figure 15.10. Residence time through the
sterilizer is controlled by the rotating speed of the reel,
which can be adjusted to achieve the required process time.
This, in turn, sets the line speed for the entire system. Cans
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Figure 15.8a Schematic
diagram of crateless retort
illustrating basic principle of
charge and discharge
through cushion of water.



are transformed from an incoming can conveyor through a synchronized feeding device
to a rotary transfer valve, which indexes the cans into the sterilizer while preventing the
escape of steam and loss of pressure. Once cans have entered the sterilizer, they travel in
the annular space between the reel and the shell. They are held between spines on the reel
and a helical or spiral track welded to the shell. In this way the cans are carried by the
reel around the inner circumference of the shell, imparting a rotation about their own axes,
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Figure 15.8b Exterior schematic of crateless retort showing details of mechanical operations.



while the spiral track in the shell directs the cans forward along the length of the steri-
lizer by one can length for each revolution of the reel. At the end of the sterilizer, cans
are ejected from the reel into another rotary valve and into the next shell for either addi-
tional cooking or cooling.

Most common systems require at least three shells in series (Figure 15.11) to accom-
plish controlled cooling through both a pressure cool shell and an atmospheric cool shell
following the cooker or sterilizer. For cold-fill products that require controlled preheating,
as many as five shells may be required in order to deliver an atmospheric preheat, pres-
sure preheat, pressure cook, pressure cool, and atmospheric cool. By nature of its design
and principal of operation, a continuous rotary sterilizer system is manufactured to accom-
modate a specific can size and cannot easily be adapted to other sizes. For this reason it
is not uncommon to see several systems in operation in one food canning plant, each
system dedicated to a different can size.
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Figure 15.9 Schematic of sequence of operations in crateless retort system (in Spanish).
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Figure 15.10 Cutaway view of three-shell continuous rotary cooker (top) with schematic
describing the principle of operation (bottom), (courtesy of the FMC Corporation) (Teixeira, 1992).



15.5.2.3 Hydrostatic sterilizers

These systems are so named because steam pressure is controlled hydrostatically by the
height of a leg of water. Because of the height of water leg required, these sterilizers are
usually installed outdoors adjacent to a canning plant. They are self-contained structures
with the external appearance of a rectangular tower (Figure 15.11). They are basically
made up of four chambers: a hydrostatic “bring-up” leg, a sterilizing steam dome, a hydro-
static “bring-down” leg, and a cooling section.

The principal of operation for a hydrostatic sterilizer can be explained with reference
to the schematic flow diagrams in Figures 15.12 and 15.13. Containers are conveyed
through the sterilizer on carriers connected to a continuous chain link mechanism that pro-
vides positive line speed control and thus residence-time control to achieve specified
process time in the steam dome. Carriers are loaded automatically from incoming can con-
veyors and travel to the top of the sterilizer, where they enter the bring-up water leg. They
travel downward through this leg as they encounter progressively hotter water. As they
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Figure 15.11 External cutaway view of full-scale industrial hydrostatic retort (courtesy of the FMC
Corporation).



enter the bottom of the steam dome, water tem-
perature will be in equilibrium with steam tem-
perature at the water seal interface. In the steam
dome, the cans are exposed to the specified
process or “retort” temperature controlled by the
hydrostatic pressure for the prescribed process
time controlled by the carrier line speed. When
cans exit the steam dome, they again pass through
the water seal interface at the bottom and travel
upward through the bring-down leg as they
encounter progressively cooler water until they
exit at the top. Cans are then sprayed with cooling
water as the carriers travel down the outside of
the sterilizer on their return to the discharge con-
veyor station. Pressure and temperature profiles
experienced by the water and steam in the various
chambers, as well as by the cans themselves in a
typical hydrostatic sterilizer system, are shown in
Figure 15.14.

15.5.2.4 Flash “18”

The Flash “18” process is unique in that the product is brought to sterilizing tempera-
ture prior to filling through steam injection heating, and then pumped while at sterilizing
temperature to a “hot fill” operation carried out under pressure to accomplish sterility at
the product-can wall interface. Conventional filling equipment and steam-flow can sealers
are housed in a pressurized room or “tank” maintained at 18psi of air pressure (Figure
15.15). The hot product enters the tank at a sterilizing temperature of 265°F. It then flash
cools to 255°F (the boiling point at 18 lb of air pressure). The filled and sealed cans are
then processed through a continuous horizontal retort to accomplish a controlled hold time
at 255°F to sterilize the inside can surfaces and deliver the required process time before
final cooling and release to the outside through pressure seal can valves. This system is
used primarily for large institutional size cans that would otherwise require such lengthy
retort processes that the resulting product quality would be unacceptable.

15.5.2.5 Steriflamme system

The Steriflamme process is shown in Figure 15.16. After closing under a high vacuum,
cans are first preheated in steam and then further heated by rotating rapidly over direct
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Figure 15.12 Schematic illustration of
hydrostatic retort sowing basic principle
of operation.



contact with flames from a gas burner. After a necessary holding time to ensure steriliza-
tion, the cans are cooled by means of a water spray (Figure 15.16). A high vacuum is
important to prevent distortion of can seams, since the cans themselves become their own
retort pressure vessels when heated by the gas flames. The process is often used for canned
vegetables such as corn, peas, carrots, and mushrooms, where minimum brine content is
required.
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Figure 15.13 Machine schematic of hydrostatic retort showing details of mechanical operations
(with courtesy from Lopez, 1987).



15.6 Commercial Aseptic
Process Equipment Systems

Among the first commercially successful
aseptic canning systems was the Dole aseptic
system (Figure 15.17). The system was
designed to fill conventional steel cans asepti-
cally and made use of superheated steam
chambers to sterilize empty can bodies and
covers as they were slowly conveyed to the
filling chamber. The filling chamber was also
maintained sterile by superheated steam under
positive pressure and received cool sterile
product from the heat exchangers in the
product sterilizing subsystem. The entire
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Figure 15.14 Pressure and temperature
profiles during thermal processing in a
typical hydrostatic retort sterilizer system
(with courtesy from Lopez, 1987).

Figure 15.15 Schematic diagram of Flash-18 system (with courtesy from Lopez, 1987).

Figure 15.16a Schematic diagram of steriflame system—system layout diagram (with courtesy
from Lopez. 1987).
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Figure 15.16b Schematic diagram of Steriflame system—Sequence of operations within
steriflame tunnel (with courtesy from Lopez, 1987).

Figure 15.17 Schematic diagram of Dole aseptic canning system (with courtesy from Lopez,
1987).



system was pre-sterilized prior to operation by passing superheated steam through the can
tunnel, covering and closing chamber, and filling chamber for the prescribed start-up
program of specified times and temperatures. The product sterilizing line was pre-
sterilized by passing pressurized hot water through the cooling heat exchanger (with
coolant turned off), product filling line, and filler heads. This start-up procedure had to be
repeated every time a compromise in sterility occurred at any system component. Obvi-
ously, careful monitoring and control by skillful and highly trained operators is a must for
such an intricately orchestrated system.

Although the Dole system continues to be the mainstay for aseptic filling into metal
cans, regulatory approval for the use of chemical sterilants such as hydrogen peroxide to
sterilize the surfaces of various paper, plastic, and laminated packaging materials has
opened the door to a wide array of commercially available aseptic filling systems to
produce shelf stable liquid foods in a variety of gable-topped, brick-packed, and other
novel package configurations, such as those shown in Figure 15.18. Filling machines
designed for these packaging systems are usually based on the use of form-fill-seal oper-
ations. In these machines, the packaging material is fed from either pre-cut blanks or
directly from roll stock, passed through a chemical sterilant bath or spray treatment,
formed into the final package shape while being filled with cool sterile product from the
product sterilizing system, and then sealed and discharged, all within a controlled aseptic
environment (Figure 15.19).

Another important commercial application of aseptic processing technology is in the
storage and handling of large bulk quantities of sterilized food ingredients, such as tomato
paste, fruit purees, and other liquid food concentrates that need to be purchased by food
processors, or institutional end users for use as ingredients in further processed prepared
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Figure 15.18 Examples of shelf stable liquid foods in a variety of gable-topped, brick-packed,
and novel package configurations made possible by aseptic processing (Teixeira, 1992).



foods. The containers for such applications can range in size from the classic 55-gallon
steel drum to railroad tank cars or stationary silo storage tanks. Specially designed aseptic
transfer valves and related handling systems make it possible to transfer sterile product
from one such container to another without compromising sterility. A schematic flow
diagram of a typical aseptic processing system for 55-gallon steel drums is shown in Figure
15.20, with a cutaway view of a typical drum-filling station in Figure 15.21. A system
such as this is capable of filling 15 drums per hour, with each drum containing nearly 
500 lb of product (Rice, 1987; Wagner, 1982).
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Figure 15.19 Schematic illustration of form-fill-seal aseptic filling machine with packaging material
fed from roll stock (courtesy Tetra-Pak).



Figure 15.20 Schematic diagram of aseptic process for aseptic drum filling operation 
(Rice, 1987; Wagner, 1982).

Figure 15.21 Schematic illustration with cutaway view of dual chamber aseptic drum filling
Operation (with courtesy from Lopez, 1987).
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15.7 Low-Acid Canned Food Regulations

Food engineers involved with thermal processing operations applicable to sterilization
of low-acid canned foods need to be familiar with all federal regulations. The specific pro-
visions for regulating the low-acid canned food industry are contained in Title 2, Part 113
of the U.S. Code of Federal Regulations entitled “Thermally Processed Low-Acid Foods
Packaged in Hermetically Sealed Containers.” These regulations are also published in
detail in The Almanac of the Canning, Freezing, Preserving Industries (Judge), and were
summarized earlier by Teixeira (1992). The purpose of this concluding section is to
acquaint the food engineer with the scope of compliance activities required to initiate and
sustain commercial food canning operations under these regulations. In the broadest sense,
these regulations direct the attention of low-acid canned food processors to four opera-
tional levels:

(1) Adequacy of equipment and procedures to perform safe processing opera-
tions;

(2) Adequacy of record keeping to prove safe operations;
(3) Justification of the adequacy of time-and-temperature processes used; and
(4) Qualifications of supervisory staff responsible for thermal processing and

container closure operations.

The requirements of the regulation can be further broken down into 11 specific com-
pliance activities, as described below.

15.7.1 Plant registration

This compliance activity requires that all plants producing low-acid canned foods and
selling these foods in the United States be registered with the Food and Drug Adminis-
tration (FDA). This is accomplished by the submission of necessary forms (FD 2541),
which require such information as:

• Name of company;
• Place of business;
• Location of plant;
• Processing method: type of equipment used; and
• List of food products processed.

Although most processors normally provide this type of information regularly for their
trade associations and for various business accounting purposes, technical and administra-
tive personnel need to exercise care in such matters as choosing appropriate definitions for
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the type of equipment and processing method they use, and in defining each “product” for
the list of products required. If a plant closes for reasons other than seasonal operations or
labor disputes, the regulation requires notification to the FDA within 90 days of closing.

15.7.2 Process filing

This compliance activity requires all processors to file Form 2541a for each product
with the FDA within 60 days of plant registration and prior to packing any new product
or adopting any change in process for an existing product. The type of information required
on each form may include:

• Name of product and container size;
• Processing method used and type of retort;
• Minimum initial product temperature (IT);
• Time and temperature of processing;
• Process lethality or equivalent scientific evidence of process adequacy;
• Critical factors affecting heat penetration; and
• Authoritative source used and date of establishment of the process.

One form containing all of this information is required for each product in each size
container for all product-container size combinations processed in any given plant.

15.7.3 Personnel training

This compliance activity requires that supervisors of operators of retort processing
systems and container closure inspectors must have attended a school approved by the
FDA and have satisfactorily completed the prescribed course of instruction. These “Better
Process Control and Container Closure” schools are sponsored jointly on a regular basis
by the FDA and the National Food Processors Association (NFPA). They are held in con-
junction with the food science departments at a number of colleges and universities across
the United States to bring them within reasonable proximity to most canned food proces-
sors. The curriculum is presented in a short-course format over 41/2 days, including exam-
inations of the material presented and the awarding of certificates of completion.

15.7.4 Equipment and procedure

This compliance activity requires all processors to make certain that equipment related
to the thermal processing operations is maintained in compliance with established speci-
fications. For still cook retort operations, these requirements relate to such items as:
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• Mercury and glass thermometers;
• Temperature recorders or recorder-controllers;
• Steam pressure controllers and gages;
• Steam inlet size, headers, and location in retort;
• Steam spreaders and bleeders;
• Crates (baskets), crate supports, and separators;
• Vents, size and location, venting times and temperature;
• Water-level indicators;
• Level indication for retort headspace in pressure cooking; and
• Air supply to pneumatic controllers.

15.7.5 Product preparation

This compliance activity requires each processor to have documented policies and pro-
cedures for product preparation, production, and sanitation, delineating proper procedures
to be followed in such areas as:

• Raw material testing and certification, including proper storage and inven-
tory control;

• Blanching and cooling operations;
• Filling operations, including frequent monitoring of critical factors such as

initial product temperature, fill weight, headspace, product density, viscosity,
and pH;

• Exhausting of headspace air prior to closing by heat, vacuum, steam injec-
tion, hot brine, etc,; and

• All areas of plant, equipment, and material-handling sanitation.

This compliance activity forces all processors to review thoroughly all existing quality
control and sanitation policies and procedures, or develop appropriate policies and proce-
dures where none have previously existed.

15.7.6 Establishing scheduled processes

This compliance activity requires all processors to document and file the following
information in support of establishing the scheduled process for any new product or
product-process change that is to be filed with the FDA:

• The source of qualified expert knowledge used in establishing the scheduled
process;
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• The heat penetration tests, microbial death time data, and thermal process
calculations used to establish the scheduled process;

• Specification of all critical control factors affecting the scheduled process;
and

• Verification of the scheduled process through inoculated packs, or incubation
of product samples from initial production runs.

15.7.7 Thermal process operations

This compliance activity specifies minimum requirements that processors have to meet
with respect to operations that take place in the retort room or cook room, where the filled
and sealed cans or jars are sterilized under pressure in steam or water-air override retorts.
These requirements include:

• Posting of scheduled processes;
• Use of heat-sensitive indicators;
• Review of data on all critical control factors to make certain that they fall

within specifications for the scheduled process prior to sterilization;
• Calibration of thermometers, recorders, controllers, and timing devices;
• Control of retort operations to assure compliance with specified venting pro-

cedures and time-temperature conditions for the established thermal process;
and

• Use of a fail-safe traffic control pattern to make certain that no unprocessed
product can be mistaken for processed product, or vice versa.

15.7.8 Process deviations

This compliance activity specifies what action processors should take in the event of a
process deviation, such as drop in temperature caused by a sudden loss of steam pressure
or a reduced cook time caused by a faulty timer, which would suggest that the product
received a process less than the scheduled process. In the event of such a process devia-
tion, the regulation specifies that the processor must either:

(a) reprocess the product according to the established scheduled process and
retain all records of such event; or

(b) put the product on “hold” and have the “deviate” process evaluated for its
public health significance by a recognized processing authority with qual-
ified expert knowedge; or

(c) destroy the product so it cannot entin the marketplace.
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Such a processing authority may “clear” the deviation if it is judged to pose no signifi-
cant risk to public health. Again, records containing documentation in support of such an
evaluation have to be retained on file.

Since most canned food products cannot tolerate a second exposure to the heat sterili-
zation process without serious degradation in physical quality, processors generally prefer
to put products on hold while process deviations are evaluated. Large processors clear
deviations quickly with appropriate documentation. Other processors may rely on outside
services provided by trade associations, can manufacturers, or consultants.

15.7.9 Container closure and coding

This compliance activity specifies the inspection and testing required to assure that all
containers are properly closed and coded prior to sterilization. Some of the activities spec-
ified include:

• Visual inspection of can top seams (or glass jar closures), at a minimum fre-
quency of once every 30min, with documentation for records retention;

• Complete seam teardown with measurement of critical dimensions taken
under optic magnification (or coldwater vacuum tests for glass jars) at a
minimum frequency of once every 4h, along with documentation for records
retention;

• Periodic testing of cooling water to check concentration of residual chlorine;
• Proper code on each container for:

° identity of product;

° where packed (plant);

° when packed (date);
• Who packed (shift or line); and
• Use of proper post-processing can handling systems to minimize damage to

can seams or closures prior to labeling and case packing.

15.7.10 Records and storage

This compliance activity requires all processors to prepare, review, and retain all records
from each product packed, for at least one full year or packing season at the processing
plant itself, followed by retention of these records for at least two years at some other
location, so that all records will be readily available for inspection over a minimum period
of three full years from the date the product was packed. The records themselves include
all documents and recordings of data, test results, inspections, critical control factors, and
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so on, required by all of the individual compliance activities described previously. This
means that on a continuing basis, essentially all processors must have procedures in place
at each plant to:

• Review all records for completeness;
• Collate and arrange records in an organized file for each product “batch

code”; and
• Store the records in sequence with a systematic file system for future retrieval.

15.7.11 Recall planning

This final compliance activity requires that all processors have on hand a plan for recall-
ing any product through primary distribution, plus a plan for each distributor to use in
recalling the product from further distribution channels downstream. Some processors
have adopted the practice of conducting “drills” to test the effectiveness of their recall
plans. Such drills are not specifically required by the regulation, but are strongly advised
as part of this compliance activity.
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16 Food Process Modeling, 
Simulation and Optimization

Gauri S. Mittal

University of Guelph, Gueph, Ontario Canada

16.1 Introduction

16.1.1 Modeling

Process models involve a set of algebraic and/or differential equations that describe
dynamic behavior of the system. A model generally may not provide reasonable predic-
tions under all the conditions. It is good under some conditions and not under others. Since
all the models are approximating real to some extent, the predicted results seldom corre-
spond exactly to reality (Holister, 1984). Sometimes the real system is so complex that a
mathematical model is required to understand it. Many of the greatest discoveries of
science turn out to be mathematical models, generally described as laws. The model devel-
opment procedure considers (Phillips et al., 1976):

• Relevant aspects and attributes of real system required to be included in the
model;

• selections of reasonable assumptions to simplify the model;
• physical laws and form of the models; and
• comparison of predictions with reality.

Mathematical modeling is an inexpensive and less time consuming way of varying a
phenomena, hypothesis, process, etc. than conventional methods of experimentation.
However, mathematical modeling cannot replace actual experimentation, but merely
rationalizes it. Process models assist in improving the process without conducting numer-
ous, often expensive experiments.

In dynamic process modeling, the first a set of differential equations of the system 
is developed based on basic physical principles. For this, a detailed understanding of 
the process to be modeled, in terms of its mechanisms, is necessary. Mathematical 
models based on reaction kinetics are required to calculate and predict food quality 
deterioration. Mathematical models are needed for the optimization of food processes.

Myer Kutz (ed.), Handbook of Farm, Dairy, and Food Machinery, 449–484
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Mathematical description of a process allows process optimization and behavior. 
Optimization assists in selecting the most economic design or operating conditions 
based on process models. Development of process models provides insights into possible
mechanisms of the processes, which may lead to new product/process development 
(Lund, 1983). Models help to test various operating conditions and operational strategies,
which in turn optimize some cost function. These models are also used to control 
and monitor processes. A considerable calculation time is saved if process models are 
used for repeated calculations for a similar process. The model may require some 
modifications if reasonable agreement is not achieved between simulated and experimen-
tal data. If used properly, the process model is a good tool to evaluate, design, and modify
a process. Models can be used to:

• predict the stability of new or modified food products;
• assess the effects of process conditions, formulations, preservatives, etc.;
• estimate the shelf life, safety and quality of foods; and
• evaluate and avoid health hazards of foods due to temperature abuse.

Phillips et al. (1976) provided ten principles of modeling:

(1) There is no need of a complicated model when a simple one will 
suffice. “Bigger and more complicated” does not necessarily mean
“better.”

(2) Beware of modeling the problem to fit the technique, as one cannot hope
to be competent in all techniques.

(3) The deduction phase of modeling must be conducted rigorously. If the
deduction has not been carried out rigorously, the model will be unable
to distinguish between external errors in development and internal error
in logic.

(4) Models should be validated prior to implementation.
(5) A model should never be taken too literally.
(6) A model should neither be pressed to do, nor criticized for failing to 

do that for which it was never intended. A model represents the system it
represents.

(7) Beware of overselling a model.
(8) Some of the primary benefits of modeling are associated with the process

of and understanding of the real system that the developer must acquire
to successfully model it.

(9) A model cannot be any better than the information that goes into it.
(10) Models cannot replace decision makers.
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16.1.2 Simulation

Simulation involves solving of the model using numerical methods, generally in a 
computer based program. To get the response of the system, models are solved for 
known initial and boundary conditions. A number of physical parameters or properties 
are needed in the simulation. These will depend upon the composition, nature, and 
structure of the food, and also process conditions. The simulation will provide the 
behavior of the process as a function of time. Computer simulation is of three types: 
discrete, continuous, or combined. Discrete simulation deals with queuing systems,
whereas continuous simulation deals with dynamic systems that change continuously with
time. Computer use to simulate a process could be as simple as getting a spreadsheet to
reiterate a series of formulas. However, the use of spreadsheets is not recommended
(Demetrakakes, 1996), as accidentally deleting even one cell in the spreadsheet can destroy
the whole simulation.

The process models can be simulated by writing a computer program in any language,
Basic, Fortran, or C++. However, to save time, it is better to use a simulation language that
possesses special features and functions to assist in programming. A simulation language
is a tool through which needed simulation tasks are available to potential system analysts.
All continuous-simulation languages are based on numerical integration routines for
solving a set of first-order differential equations, both linear and non-linear. These lan-
guages also allow inclusion of user-written subroutines in the host language of the source
code, and provide options for outputs in table or graphical form with internal scaling of
axes (Bronson, 1984). Presently, “Simulink” with Metlab is widely used.

ASPEN PLUS is a general purpose process simulator used in the chemical processing
industry (Denholm et al., 1991). It is applicable to any process involving a continuous,
steady state flow of materials and has strengths in simulating vapor-liquid and vapor-
liquid-liquid equilibria, electrolyte systems, solid systems, and reacting systems. ASPEN
PLUS is a steady state flow-sheet simulator that combines a library of unit operation
blocks, a set of physical property models, a number of component data banks, a physical
properly estimation system, a data regression system, and convergence algorithms. It was
originally developed for material and energy balances on processes specific to the oil shale
and coal processing industries.

The BioProcess Simulator (BPS) is a process modeling and simulation system for 
bio-processes. It provides unit operation models for operations, such as batch and 
continuous fermentation, membrane filtration, chromatography columns, and batch 
crystallization.

Both ASPEN PLUS and BPS are supported by the Model Manager graphical user inter-
face. The architecture also provides tools and interfaces allowing users to add their own
unit operation blocks, physical property models, and data banks. Programming languages
such as Fortran, Basic, and C++ are supported. As a general purpose flow-sheet simulator,
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ASPEN PLUS has application in modeling those areas that the food industry has in
common with other process industries. Drown and Petersen (1983) described the applica-
tion of General Energy and Material Balance Systems (GEMS) computer flow-sheet sim-
ulation to the food processes. It consisted of an executive program to connect the blocks
and keep appropriate records, and a large number of blocks describing various unit oper-
ations in pulp and paper mills. GEMS was expanded to include unit operations for food
process industry.

A computer simulation model should be verified and validated against controlled, 
controllable, and uncontrollable input variables. This is generally accomplished by 
collecting the output data on the real system at various input variables (controlled and 
controllable) using appropriate experimental design. Accuracy in system parameters 
or properties, such as thermal diffusivity, mass diffusivity, and viscosity, is critical in
proper validation of simulation models. Inaccuracies in system parameters may enhance
the deviation between simulated and observed data. Thus a good simulation model 
will provide wrong system output if system parameters are not accurate within certain
limits.

16.2 Modeling Based on Mass and Energy Balances

Most food processes can be modeled using mass and energy balances and reaction 
kinetics approaches.

16.2.1 Mass balance

Mathematical relationships are developed based on the conservation of mass principle,
which is explained below.

16.2.1.1 Dynamic mass balances with no chemical change

Rate of mass accumulation in the system = Mass flow rate into the system − Mass flow
rate out of the system. At steady state, mass accumulation will be negligible, hence Mass
flow rate in = Mass flow rate out.

16.2.1.2 Component mass balances with no chemical change

Rate of mass accumulation of a component in a system = Mass flow rate of the com-
ponent into the system − Mass flow rate of the component out of the system.
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16.2.1.3 Mass balances with chemical or biological reactions

Rate of mass accumulation of a component in the system = Mass flow rate of the com-
ponent into the system − Mass flow rate of the component out of the system + Rate of
production of the component by the reaction. A −ve sign is needed if the component is
consumed or depleted in the reaction.

16.2.1.4 Procedure

(1) Choose the balanced region in a system: The region should be selected in
such a way that the variables are constant or change little within the selected
region. After selecting, draw boundaries around the region;

(2) Identify the mass flow streams flowing across the system boundaries;
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(3) Write the relevant mass balance in word, for example:

Accumulation = In − Out + Production

(4) Express each balance term in mathematical form with measurable vari-
ables, such as:
(a) Accumulation rate: rate of mass accumulation of component i within

the system = dMi/dt = d (CiV)/dt, where, Ci = concentration of compo-
nent i, kg/m3 or kmol/m3, M = mass in kg or kmol, and V = volume,
m3. Similarly, for total mass balance:

Eq. (16-1)

(b) Convective flow: Convective mass flow rate = (volumetric flow rate)
(density)

dM

dt

d V

dt
= ( )ρ



For total mass balance,

M
.

= Fr Eq. (16-2)

where F is volumetric flow rate, and r is density.
Similarly for component mass flow;

M
.
i = FCi Eq. (16-3)

(c) Transport of component by diffusion: Fick’s law for molecular 
diffusion is
Mass rate of component i = (Diffusivity of component i). (concentration 
gradient of i) (area perpendicular to transport, A), or

Eq. (16-4)

where ji = flux of any component i flowing across an interface, kg/(m2·h)
or kmol/(m2·h), DCi/dZ = concentration gradient, kg/m3 or kmol/m3, and Di

= molecular component diffusivity, m2/h.
An effective diffusivity value is used for diffusion in porous matrices and

turbulent diffusion;
(d) Production or consumption of a component during reaction.

Mass rate of production of component A = rA V = (reaction rate per volume) (volume
of the system) rA is +ve, when A is formed as product, and rA is −ve when a reactant A is
consumed.

16.2.2 Energy balance

This is based on the conservation of energy principle:

Energy accumulation in the system = Energy transport into the system −
Energy transport out of the system.

The energy may be in the form of heat, work, etc. The heat energy is of two forms: 
sensible energy due to the change in temperature, and given by (mass) (specific heat) 
(temperature change from 0°C) and latent heat due to the change in phase. It can be for
vaporization, sublimation, and freezing. Steam tables are used for the total energy (or
enthalpy) of the water. The enthalpy contains heat energy and flow work.

j A D
dC

dZ
Ai i

i= −
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16.2.3 Reaction kinetics

Reaction kinetics are generally modeled by:

Eq. (16-5)

where C is concentration, k is reaction rate constant, n is reaction order, and X is fraction
reacted or degree of cooking/processing defined as

X = (Pr − Pri)/(Prm − Pri) Eq. (16-6)

where Pr is a product property, subscript i denotes initial, and m is for minimum or
maximum values. Thus, X varies from 0 to 1 during processing. Taking

Eq. (16-7)

and

Eq. (16-8)

the Arrhenius equation is commonly used to model the temperature dependance of rate
constants (k) and transport coefficients as:

k = k0 exp[−Ea/(RgT)] Eq. (16-9)

where k0 is k at a reference temperature, Rg is ideal gas constant (8.314kJ/(kg.mol.K)), T
is absolute temperature, and Ea is activation energy. Sometimes, Eyring’s absolute reac-
tion rate theory is used in place of Arrhenius equation, such as

Eq. (16-10)

where K is the Boltzmann’s constant (1.38E-23J/K), h′ is the Planck’s constant (6.625E-
34J.s), ∆S is the entropy change of activation (kJ/(kmol.K)) and ∆H is the enthalpy change
of activation (kJ/(kmol)).

k
K T

h

S

R

H

R Tg g

= ⋅
′

⋅ −
⋅





exp

∆ ∆

dX

dT

d

dT prm i

= ⋅
−( )

Pr

Pr

1

dX

dt

dX

dT

dT

dt
and taking

dT

dt
Q a= ⋅ = , constant

dC

dt
kC or

dX

dt
k Xn n= − = −( )1
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16.2.4 Heat and mass transport equations

One-dimensional heat transfer (Fourier law) is given as:

Eq. (16-11)

where k = thermal conductivity, x = distance, T = temperature, q = heat transfer rate, a
= k/(r Cp) = thermal diffusivity, and Cp = specific heat.

Similarly, 1-D mass transfer (Fick’s law)

Eq. (16-12)

where Dm = mass diffusivity, X = moisture content, and dX/dt = rate of mass transfer.

Three dimensional:

Eq. (16-13)

Cylindrical co-ordinates (r, q, z):

Eq. (16-14)
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Spherical co-ordinates (r, q, j):

Eq. (16-15)

Steady state convective heat transfer is given by Newton’s equation:

q = h(Te − T) Eq. (16-16)

where Te = ambient temperature, h = surface heat transfer coefficient, and T is a function
of surface geometry and its roughness, fluid properties around the solid surface, fluid
velocity, and turbulence.

The heat transfer at the product surface may be due to convection and/or radiation, or
evaporative cooling may also be present due to the evaporation of water at the product
surface. The radiative heat transfer is given by:

qrad = F12 As[(Ta + 273.15)4 − (Ts + 273.15)4] Eq. (16-17)

where s = Stefan–Boltzman constant, W/(m2K4), and F12 = radiation view factor.
It can be expressed in pseudo-convective form as

qrad = hr A (Ta − Ts) Eq. (16-18)

where

hr = F12 s(TA + Ts + 546.30)[(Ta + 273.15)2 + (Ts + 273.15)2] Eq. (16-19)

For simultaneous convective and radiative heat transfer, h = hc + hr, and can be written
in a third kind of boundary condition. For evaporative heat transfer:

qevp = kg A(pa − ps)Lv Eq. (16-20)

where kg = mass transfer coefficient, s/m, pa = vapor pressure in the ambient air, Pa, ps =
vapor pressure in the boundary layer over the product surface, and Pa, Lv = latent heat of
vaporization or sublimation, J/kg.

The vapor pressure can be taken from a psychrometric chart, or

pa = pwa RH and ps = pws aw Eq. (16-21)
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where RH is relative humidity, aw is water activity of the food, pwa is the vapor pressure
of water at Ta, and pws is the vapor pressure of water at Ts.

16.2.5 Initial and boundary conditions

Initial and boundary conditions are needed to solve differential equation based models.
Boundary conditions in heat transfer (also in mass transport) at the product surface or geo-
metric center (x = 0) are described below. Five commonly identified kinds are:

(1) First kind: At x = 0, Ts = Ta, i.e., surface temperature = ambient tempera-
ture, when h is very small.

(2) Second kind: Fixed heat transfer rate (q) at the surface, not so common.

Eq. (16-22)

(3) Third kind: convection at the surface = conduction at the surface, this is
common.

Eq. (16-23)

where A = surface area.
(4) Fourth kind: This is not so common:

Ts = f(t) Eq. (16-24)

(5) Symmetry boundary condition: It is applied to a perfectly insulated surface
or to an axis of symmetry.

Eq. (16-25)

The first kind is a special case of the third kind when h → ∞, and symmetry condition
is the third kind when h = 0.

16.2.5.1 Moving boundaries

In processes like freezing, at the boundary, there is a step change in physical properties
from liquid phase to those of the solid phase at the phase change temperature of Tf. Latent
heat is released at this temperature. For 1-D heat transfer (Cleland, 1990):

∂
∂
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Eq. (16-26)

where kL = k of unfrozen material, ks = k of frozen material, xs = distance from surface to
the phase change front, ∆hf = latent heat of freezing, and xs

+ and xs
− represent the locations

at an infinitely small distance either side of the phase change boundary at xs.

16.3 Finite Difference Techniques

16.3.1 Finite differences

This is one of the numerical methods to convert partial differential equations into ordi-
nary differential equations or algebraic equations by replacing the partial derivatives using
finite difference quotients. To use simulation languages, partial differential equations should
be converted to ordinary differential equations by transforming derivatives related to space
variables. Taking u (x, y, t), where x, y are space variables, these can be summarized 
as:

Eq. (16-27)

The centered difference is of higher order, since the error term is f (∆x2) instead of f(∆x).
Thus it is advisable to use the centered difference approximation in preference to the other
two. However, this is not always true. Similarly, for second difference, mostly centered
difference is used (Peaceman, 1983; Wang and Anderson, 1992):

Eq. (16-28)
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Eq. (16-29)

The summary of finite difference equations are:

Central differences

fi′ = (fi+1 − fi−1)/2h Eq. (16-30)

fi″ = (fi+1 − 2fi + fi−1)/h2 Eq. (16-31)

Forward differences

fi′ = (fi+1 − fi)/h Eq. (16-32)

fi″ = (fi+2 − 2fi+1 + fi)/h2 Eq. (16-33)

Backward differences are essentially the same as forward differences, except that 
subscripting begins with fi and continues with fi−1, etc.

Partial differential equations:

Central differences

Eq. (16-34)

∂2f/∂x2 = (fi+1,j − 2fi,j + fi−1,j)/h2 Eq. (16-35)

∂f/∂y = (fi,j+1 − fi,j−1)/2k Eq. (16-36)

∂2f/∂y2 = (fi,j+1 − 2fi,j + fi,j−1)/h2 Eq. (16-37)

∂2f/(∂x · ∂y) = (fi+1,j+1 − 2fi−1,j+1 − fi+1,j−1 + fi−1,j−1)/(2h · 2k) Eq. (16-38)

Forward and backward differences can be developed since they are similar to forward
and backward differences for ordinary differential equations. Similar equations can be
written for 3-D geometries. Where h and k are distances between the nodes in x and y
directions respectively.
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16.3.2 Grid system

Two types of grid systems are generally used: i) block-centered, and ii) point centered.
For the first system, in the x-y plane, the rectangular space is divided into blocks and the
(xi, yj) point is located at the block center. There will be I blocks in the x-direction and J
blocks in the y-direction. The block size may be equal or unequal. In the second grid
system, the rectangular space is again divided into blocks, but the point (xi, yi) is located
at the intersection of each grid line. There will be I grid lines in the x-direction and J grid
lines in the y-direction. The blocks can be of equal or unequal size.

The truncation error is the error in the solution due to replacing a partial differential
equation by an appropriate difference equation. This can be “local” for a particular step
during solution or “global” for the overall solution. Most of the simulation languages cal-
culate these errors, and the user can control them for a particular solution by assigning
maximum values of the “global” and “local” truncation errors.

16.4 Process Modeling and Simulation

Some examples of process models are given:

16.4.1 Example 1: Pasteurization of a beverage in 
a can—based on energy balance

16.4.1.1 Heat transfer

For a well agitated can, the beverage temperature inside the can is considered uniform.
For this system, heat accumulation = heat transfer into the can, or

Eq. (16-39)

Eq. (16-40)

16.4.1.2 Microorganism decay

Taking first-order kinetics for microbial decay, θ = microbial level and θo (initial micro-
bial level) = 106 per ml,

or
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dt
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d = −k ·q Eq. (16-41)

16.4.1.3 Kinetics parameter

Using the Arrhenius relationship for k = rate constant of microbial inactivation:

K = K′e2.303T/Z Eq. (16-42)

Eq. (16-43)

Eq. (16-44)

Eq. (16-45)

Eq. (16-46)

Eq. (16-47)

where Tp is product temperature, °C, Z = 10°C, De = the decimal reduction time at 
Te = 12s, V = volume of the can = 0.000613m3; A = surface area of the can = 0.0365m2, r
= beverage density = 1000kg/m3, Cp = product specific heat, 4180J/(kg·K), U = overall heat
transfer coefficient = 795W/(m2·K), t = time constant = 88.33s, Te = ambient temperature
= 121°C, To = initial product temperature = 60°C, and Tr = retort tmeperature = 115.6°C.

The simulation program is given in Simulink-Metlab in Appendix 1. The outputs are
given in Figure 16.1.

16.4.2 Example 2: Temperature profiles of 
particulate solids in liquid in a can during 
pasteurization—energy balances

16.4.2.1 Introduction

The problem under investigation is to obtain transient profile at the center of a potato
(modeled as a sphere) in a can filled with brine. The cans are sterilized in a steam retort.
The properties of brine are assumed essentially the same as that of water.
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Figure 16.1 Simulation outputs for example 1, TSUBP = product temperature, T = process time,
OSUBP = microbial level, and KSUBP = reaction rate constant.



16.4.2.2 Process model

The basic heat transfer mechanisms considered in the model are:

• Heat transfer by convection from the steam retort to the aluminum can;
• Conduction of heat from outside the can to the inside through aluminum.

Since aluminum is a good conductor of heat and its can thickness is negligi-
ble, this step is ignored in the model;

• Heat transfer by convection from the brine to the potato surface; and
• Heat transfer from the surface to the center of the potato.

The Biot number of the potato (Bi = h · R/k) is 7.9, which is >0.1. Hence lumped param-
eter modeling cannot be employed for conduction heat transfer in the potato. Therefore,
the space domain of the potato was divided into 6 shells (Figure 16.2). The innermost shell
has a radius of R/5 = ∆R. The radial thickness of shells 2, 3, and 4 is R/5. The fifth shell
has a thickness of 0.9 R/5. The sixth and outermost shell has a thickness of only 0.1 R/5.
The sixth shell was included to obtain the rate of temperature accumulation at the potato
surface (TPS) of an almost infinitely thin hollow sphere.

The numerical values of the physical parameters are:

• Steam (retort) temperature = T5 = 121°C
• Initial temperature of the can = TI = 24°C
• Can size: 8.1cm dia., 10.7cm. height
• Can volume = 540mL
• Can surface area = Ac = 0.03753m2
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Figure 16.2 Dividing the space domain of the spherical potato into 6 shells for finite difference
equations (Example 2).



• Heat transfer coefficient of the can = hc = 1135.6W/(m2.K)
• Mass of brine (fluid) = 0.255kg
• Density of brine at 120°C = rf = 943.5kg/m3

• Specific heat of brine at 120°C = Cpf = 4.232kJ/(kg.K)
• Number of potatoes in a can = np = 20
• Radius of a potato = R = 1.25cm = 0.0125m
• Density of the potatoes = rp = 1078kg/m3

• Thermal conductivity of the potatoes = kp = 0.554W/(m.K)
• Thermal diffusivity of potato = ap = kp/(rp.Cpp) = 0.554/(1078 × 3517) =

0.146E-6m2/s
• Heat transfer coefficient of the potato = hp = 350W/(m2.K)

16.4.2.3 Finite difference equations

Applying the energy balances:

Fluid

Eq. (16-48)

or

Eq. (16-49)

Shell 6

Eq. (16-50)

Tps = T6; m6 = 4/3p [R3 − (0.98 R)3] rp Eq. (16-51)

or

Eq. (16-52)
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Eq. (16-53)
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or

Eq. (16-54)

Shell 4

Eq. (16-55)

or

Eq. (16-56)

Shell 3

Eq. (16-57)
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Eq. (16-58)
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Shell 2

Eq. (16-59)

or

Eq. (16-60)

Shell 1

Eq. (16-61)

or

Eq. (16-62)

16.4.3 Example 3: Cooking of a spherical 
product—modeling and simulation, based on heat and
mass transfer equations and finite differences

Dry cooking processes such as forced convection baking and natural convection baking
(broiling) are conducted at low humidity and high processing temperatures, which typi-
cally result in crust formation on the food surface. However, boiling is considered a wet
cooking process, at relatively lower processing temperatures (<100°C) in either water or
soups, and promotes a soft and moist food texture, generally with minimal mass loss. Each
cooking process involves simultaneous heat and mass transport phenomena, physical, and
chemical reactions such as protein denaturation, the Maillard group of reactions, and
microbiological destruction (Scher et al., 1991). The following is the modeling and sim-
ulation of the heat and moisture transfer phenomena within a spherical product (meatball)
during different cooking processes, to predict temperature and mass of the product (Huang
and Mittal, 1995).
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16.4.3.1 Modeling

Heat is transferred mainly by convection (forced convection baking, boiling) and radi-
ation (natural convection baking or broiling) from the heating media to the meatball
surface, followed by conduction toward the geometric center. Meanwhile, moisture 
diffuses outward to the meatball surface, where it is in turn vaporized and lost to the sur-
roundings through convection. The assumptions are:

• the product is homogeneous, isotropic, and spherical in geometry;
• initial temperature and moisture distributions in the product are uniform;
• ambient temperature and moisture are step functions of time;
• vaporization of water is restricted to the product surface only;
• negligible product shrinkage;
• negligible effect of crust formation on physical properties;
• constant a and Dm; and
• fat transport was neglected.

Based on the above assumptions, the mathematical models characterizing simultaneous
pseudo-1-D heat and moisture transport in the product during forced convection baking,
natural convection baking, and boiling can be represented as follows (symbols are defined
in the notation):

Heat transfer

Eq. (16-63)

Moisture transfer

Eq. (16-64)

16.4.3.2 Initial and boundary conditions

The initial temperature and moisture distribution are assumed to be uniform:

T(r,0) = T0; m(r,0) = m0 Eq. (16-65)

Temperature and moisture gradients at the product center are depicted by

Eq. (16-66)
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Energy balance at the product surface, accounting for convective heat gain at the surface
from the heating medium, heat conduction from the surface into the product, and the latent
heat of vaporization, which removes heat from the product surface:

Eq. (16-67)

The boundary condition of instantaneous moisture content equilibrium of product
surface with the environment is expressed by

m|r=R = me at t > 0, for baking; m|r=R = mo at t > 0 for boiling Eq. (16-68)

16.4.3.3 Non-dimensional analysis: dimensionless temperature (θ), moisture
content (C), and radial length (Ψ)

To simplify the numerical calculations, temperature, moisture content, and radial 
length in non-dimensional forms are defined as

Eq. (16-69)

Subsequently, the model 16– (Equations 16-60 through 16-65) in non-dimensional form
becomes

Eq. (16-70)

Eq. (16-71)

Eq. (16-72)

Eq. (16-73)

Cs = 0, at t > 0, for baking, Cs = 1, at t > 0, for boiling
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16.4.3.4 Finite difference equations development

A 1-D spherical finite difference framework, consisted of ten concentric shells of 
equal thickness, was developed to model the heat and moisture concentrations in 
the product during cooking. Eleven nodes in total, one at the center of each shell 
element, and the eleventh one on the outer surface, were assigned. Temperature and 
moisture content at each of these nodes were assumed to be representative of the entire
element.

Node 0 (geometric center)

Using boundary condition and central difference:

Eq. (16-74)

Eq. (16-75)

Nodes 1 to 8

Eq. (16-76)

Eq. (16-77)

Node 9

Eq. (16-78)

Eq. (16-79)

Node S (surface): By backward difference:
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Eq. (16-81)

16.4.3.5 Simulation

The finite difference equations with appropriate inputs were solved by using a simula-
tion language on a computer. The root mean squares of deviations between predicted and
observed values of average moisture (σm) and central temperature (σT) of the meatball at
various times during cooking were calculated by

Eq. (16-82)

Eq. (16-83)

Thermal and moisture diffusivities for the meatball undergoing various cooking
processes were determined by minimizing σT and σm. For minimization, the pattern search
algorithm of Hooke and Jeeves (1961) was used. Only one replication for each cooking
method was used for this purpose. Another four replications were used to validate the
models.

16.4.3.5.1 Equilibrium moisture content

The experimental minced meat moisture contents reported by Hallstrom (1990) were
used to establish a model for the moisture isotherms. The Halsey equation (Halsey, 1948),
among the few models attempted, was selected on the basis of the highest coefficient of
determination (R2 = 0.995) using NLIN procedure of the Statistical Analysis System (SAS,
1988):

Eq. (16-84)

The model was successfully validated by Huang and Mittal (1995) and used to opti-
mize process conditions.
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16.4.4 Quality kinetics modeling during meatballs frying—
based on reaction kinetics

In this section, the quality kinetics during deep-fat frying of meatballs are investigated.

16.4.4.1 Kinetics modeling

The rate of change of a food property during a process can be modeled as 
(Mallikarjunan and Mittal, 1994):

Eq. (16-85)

where, P = a food property, k = rate constant, and n = order of the reaction.
The rate constant is generally temperature dependent, and the relationship can be

modeled by an Arrhenius or Eyring’s relationship. Dagerskog (1979) successfully modeled
crust color formation during pan frying of meat patties as a first-order reaction, with acti-
vation energy and frequency factor of 38kJ/mol and 6.0 s−1, respectively (at a reference
temperature of 121°C).

16.4.4.2 Procedures

The details on the meatball preparation, frying procedure, color, temperature, and struc-
tural measurements are given by Ateba and Mittal (1994).

16.4.4.2.1 Color

An arc 1cm thick was cut from the fried meatballs for color measurement. A Colormet
(Model PS-1, Metron Instrument Inc., Hamilton, Ontario, Canada) was used to measure
the lightness (L*), redness (a*), and yellowness (b*) values of the meatball surface (crust).
The L* represents lightness, zero (black) to 100 (white). The a* represents “redness” or
“greenness” ranges from +60 for absolute red to −60 for absolute green, while b* repre-
sents “yellowness” or “blueness” ranges from +60 for absolute yellow to −60 for absolute
blue. The total color change was calculated by:

[(L*0 − L*)2 + (a*0 − a*)2 + (b*0 − b*)2]0.5 Eq. (16-86)

where L*0, a*0 and b*0 are initial values of color parameters.

dP

dt
kPn= ±
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16.4.4.2.2 Structural measurement

Treated meatballs were cut in half (~2.4cm) thickness using a sharp blade. The hemi-
spheres were placed, cut side facing down, on the platform of a universal testing machine
(model 4204, Instron Corp., Canton, USA). A penetration test was carried out on the sub-
samples using a 3-mm diameter probe. The penetration depth and rate of penetration were
10mm and 200mm/min, respectively. A load cell of 1kN was used.

16.4.4.3 Modeling

16.4.4.3.1 Crust color lightness kinetics

An approach similar to Dagerskog (1979) was used to model crust color lightness. A
“brownness” factor B was defined as:

Eq. (16-87)

where L*max = maximum lightness value (49.73, determined from the experimental data),
L*min = minimum lightness value (20.87, determined experimentally), and L*t = lightness at
any time t.

The rate of “brownness” expressed as first order kinetics is

Eq. (16-88)

Substituting for B in the above equation, the following equation was obtained:

Eq. (16-89)

The temperature dependence of the rate constant fits an Arrhenius relationship:

Eq. (16-90)

where ko = frequency factor, 1/s; ∆H = activation energy, kJ/mol, and T = absolute
temperature, K.
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The equation was solved by a simulation language and a multi-parameter optimization
program (Mittal et al., 1983), which calculated ko and ∆H values by minimizing the root
mean square of deviations between predicted and observed data. The best fit (R2 = 0.973)
was obtained with ko = 2.07E−5s−1 and ∆H = 16.92kJ/mol. Table 16.1 provides other sta-
tistics. The decrease in lightness with time is most probably a result of Maillard brown-
ing. Moisture content decrease associated with crust formation and increasing temperature
in the crust layer accelerated Maillard browning.

16.4.4.3.2 Crust redness kinetics

A “dullness” factor, J, expressed as the redness loss ratio was defined as

Eq. (16-91)

where, a*max = maximum redness value (14.6, determined experimentally), a*min = minimum
redness value (8.27, determined experimentally), and a*t = redness at any 
time t.

The redness change with time, expressed as first order kinetics, is

Eq. (16-92)

The best fit (R2 = 0.815) was obtained with a ko of 1.50E−5s−1 and a ∆H of 16.89kJ/mol
(Table 16.1).
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Table 16.1 Summary of the Results of Crust Color Kinetics

Parameter Activation Frequency R2

Energy, kJ/mol Factor, s−1

L* 16.92 2.07E-5 0.973
a* 16.89 1.50E-5 0.815
b* 16.89 1.52E-5 0.886
∆E 16.88 1.54E-5 0.974

Order of reaction = 1, degree of freedom for error = 6.



16.4.4.3.3 Crust yellowness kinetics

Similar to crust lightness values and redness, crust yellowness was also modeled as a
first-order reaction. As frying proceeded, the crust becomes duller as characterized by a
“dullness” factor M as

Eq. (16-93)

where, b*max = maximum yellowness value (21.40, determined experimentally), b*min =
minimum yellowness value (6.47, determined experimentally), and b*t = yellowness at any
time t.

The rate of change of yellowness is

Eq. (16-94)

The best fit (R2 = 0.886) was obtained with ko = 1.52E−5s−1 and ∆H = 16.89kJ/mol.
Denaturation of meat pigments due to heating during deep-fat frying is the most likely
explanation for the decrease in yellowness.

16.4.4.3.4 Crust total color change kinetic

The color change was also modeled as a first-order reaction. As frying proceeds, the
crust color becomes darker. A “darkness factor” Z was thus defined as

Eq. (16-95)

where, ∆Emax = maximum total color change value (32.71, determined experimentally),
∆Emin = minimum total color change value (0.0, determined experimentally), and ∆E =
total color change at any time t.

Therefore the rate of color change with time is

Eq. (16-96)

The best fit (R2 = 0.974) was obtained with ko = 1.54E−5s−1 and ∆H = 16.88kJ/mol
(Table 16.1). The activation energy for the rate constants of all the color parameters is
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approximately the same. This is probably because of the dependence of the rate of change
of each color parameter on meat protein denaturation.

16.4.4.3.5 Meatball firmness kinetics

The force histories during the penetration process are obtained for different frying times
during a complete cycle of the penetration process. Firmness kinetics, represented by the
rate of change of peak-force was modeled as

Eq. (16-97)

where PF = peak-force, N; k = rate constant, 1/(s.Nn−1); and n = order of reaction.
The best fit (R2 = 0.905) was obtained with a k of 5.39E-3 1/(s.Nn−1) and an n of 0.0013.

The increase in peak-force with time could be attributed mostly to the formation of a crust
during the frying process, and also to heat denaturation of the proteins. When sugars react
with proteins, the physical properties of the proteins can change, resulting in toughening
or hardening of texture.

16.5 Process Optimization

In this section, process optimization basics are described, including linear programming
and dynamic programming. Their applications are also discussed.

16.5.1 Linear programming

Linear programming (LP) is useful for some of food process optimization. Finding an
optimum solution for a food processing problem by selecting from a large set of factors
is a difficult task since it requires a large number of experimental or simulation runs. To
improve the efficiency of finding optimum solutions for such problems, several techniques
have been proposed.

16.5.1.1 Elements of optimization

There are several terms and elements that are common to all optimization problems.
These are as follows.

dPF

dt
k PF

n= ( )
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16.5.1.1.1 Objective function

The function (F) to be optimized (maximized or minimized) is the objective function.
It may be continuous, or in some cases discrete values. Objective function (F) is defined
as: F = f(x) = f(x1, x2, . . . xn), where x = n-dimensional vector of the independent vari-
ables i.e., x = (x1, x2, . . . , xn).

16.5.1.1.2 Decision variables

Decision variables are the independent variables in the process or system that are
adjusted to minimize or maximize the value of the objective function.

16.5.1.1.3 Constraints

Most optimization problems have constraints on the solutions. These constraints 
may have restrictions on the decision variables or other variables that describe the 
behavior of the system. If any decision variable values satisfy the constraints, it is called
feasible.

The objective of the optimization is to select the best possible decision for a given set
of circumstances without having to enumerate all the possibilities. LP was defined by
Nicklin (1979) as a mathematical technique used in food formulation problems to 
determine the optimum allocation of a limited supply of resources subject to certain 
constraints to either maximize or minimize a specified objective. LP has been used 
successfully in the formulation of luncheon meat and sausage products (Nicklin, 1979,
Skinner and Debling, 1969), and low-cholesterol low-fat stew and mayonnaise (Bender 
et al., 1982).

LP defines a particular class of optimization problems that meet the following two 
conditions:

(1) The objective function to be optimized can be described by a linear func-
tion of the decision variables;

(2) The operating rules or constraints governing the process can be expressed
as a set of linear equations or inequalities.

The linear programming (LP) problem is defined as:

Maximize (or minimize) the function

Z = C1X1 + C2X2 + . . . + CnXn Eq. (16-98)
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subject to the constraints

a11X1 + a12X2 + . . . + a1nXn ≥, =, ≤b1

a21X1 + a22X2 + . . . + a2nXn ≥, =, ≤b2

. . . . . . . . . . . . . . .
am1X1 + am2X2 + . . . + amnXn ≥, =, ≤bm

Eq. (16-99)

Xj ≥ 0 for j = 1, 2, . . . , n

Conventional indexing notations for the following material are:

• aij = element in row i and column j
• When used singly, subscript i refers to row i, and subscript j refers of 

column j.

16.5.1.2 Applications

The meat industry has used LP to formulate various meat products. In the meat 
product formulation problem, the objective is to minimize cost when a set of constraints
on the formulation and the availability of inputs are given. Reported use of LP in the 
meat industry include sandwich meat (IBM, 1966), a protein-enriched luncheon 
sausage (Nicklin, 1979), and a pork sausage product (Skinner and Debling, 1969). 
There were many other LP applications in the food industry, especially for allocation and
blending problems. For example, least cost blending of mayonnaise (Bender et al., 1982),
LP modelling for aiding, buying, and operating decisions of the food industry (Sink, 1978,
William and Redwood, 1975), and least cost formulation for sausage production (Rust,
1974).

Skinner and Debling (1969) illustrated the “Allocation” problem to allocate the stocks
of fruit to the production of fruit salad and cocktail so that with pre-determined selling
prices, the profit is maximized. The restrictions were that the production would be based
on the limited stocks and that the production of either salad or cocktail must not exceed
1.5 times the production of the other. If Xs and Xc represent the quantities of fruit
processed as salad and cocktail, respectively, the statement of the problem is

Maximize P = 0.61 Xs + 0.46 Xc (Objective function) Eq. (16-100)

subject to

0.288 Xs < 500

0.270 Xs + 0.443 Xc < 1250
Eq. (16-101)
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0.194 Xs + 0.25 Xs < 700

0.158 Xs + 0.25 Xc < 680

0.086 Xs + 0.057 Xc < 200

3 Xs − 2 Xc < 0

2 Xs − 3 Xc < 0

Dano (1974) gave a detailed example on ice cream formulation. The example illustrated
the formulation of ice cream from various alternatives.

16.5.2 Dynamic programming

16.5.2.1 Introduction

Dynamic optimization (DP) is one of the most effective and versatile method that has
been used to find certain constraints in such a way that objective function is minimized
or maximized (Saguy, 1983). The general mathematical form of an optimization problem
is stated as:

• Select the decision, x: x = (x1, x2, . . . , xn);
• Minimize an objective function, F: F = f(x);
• Subject to m inequality constraints, g(x): gk(x) < 0, where k = 1, . . . , m;
• and n equality constraints, h(x): hj(x) = 0, where j = 1, . . . , n;
• The problem can be divided into stages, with a decision required at each

stage;
• Each stage has a number of stages associated with it;
• The effect of the decision at each stage is to transform the current state into

a state associated with the next stage;
• Given the current state, an optimal policy for the remaining stages is inde-

pendent of the policy adopted in previous stages;
• The usual DP approach starts determining the optimal policy for each stage

of the last stage. This procedure is usually trivial with no alternative is 
available;

• A recursive relationship can be defined, which identifies the optimal policy
for each state with n stages remaining, given the optimal policy with n-1
stages remaining;

• The recursive relationship permits the solution procedure to move backward,
one stage at a time, finding the optimal policy for each stage of the current
stage until the optimal policy if found when at the initial stage.

16: Food Process Modeling, Simulation and Optimization, Mittal 479



16.5.2.2 Dynamic optimization

Optimization problems are divided into continuous and discrete types. Discrete prob-
lems usually have a finite number of variables, each of which assumes exactly one value
at an optimal. Variable values are functions of some parameter, and a solution to the
problem requires the specification of this function over the parameter set (Norback, 1980).
In dynamic optimization, the system to be optimized is a dynamic system described by a
system of nonlinear ordinary differential equations. The decision variables are functions
of time rather than discrete variables. A dynamic optimization problem can be formulated
as follows (Evans, 1982):

Find u(t) 0 < t < tr

to minimize f = F(x1(tr) . . . xn(tr)) + L(s, u) dt with x(0) = specified values.

Notation

a* = redness
A = heat transfer surface area, m2

b* = yellowness
B = brownness factor
Bi = Biot number, h/(R.k)
C = nondimensional moisture content, concentration
Cp = specific heat, J/kg.K
De = the decimal reduction time at Te

Di = molecular component diffusivity, m2/h
Dm = moisture diffusivity, m2/s
Ea = activation energy, J/kg
F = volumetric flow rate, m3/h
F12 = radiation view factor
h = surface heat transfer coefficient, W/(m2.K)
h′ = Planck’s constant
hfg = latent heat of vaporization, kJ/kg
ji = flux of any component, kg/m2.h, kmol/m2.h
J = dullness factor
k = thermal conductivity, W/(m.K) or rate constant, 1/h
kg = mass transfer coefficient, s/m
ko = frequency factor
K = Boltzmann constant
L* = lightness
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Lv = latent heat of vaporization, J/kg
m = moisture concentration, dry basis
M = mass, kg, kmol or dullness factor
n = order of reaction
np = potato number
N = number of data points
p = vapor pressure, Pa
PF = peak force, N
q = heat transfer rate, W
r = radial position, m
R = radius, m
R2 = coefficient of determination
Rg = gas constant, 1.978g.cal/(gmol·K)
RH = relative humidity, decimal
t = time, s or h
T = temperature, °C, K
TA = absolute temperature, K
U = overall heat transfer coefficient, W/(m2.°C)
V = volume, m3

x = distance, m
X = moisture content, kg/kg
Z = temperature change for 10 time change in D value, darkness factor
a = thermal diffusivity, m2/s
∆E = total color change
∆hf = latent heat of freezing, J/kg
∆H = enthalpy of activation, J/kg
∆s = entropy of activation, J/kg.K
r = density, kg/m3

rdm = density of dry matter, kg/m3

q = nondimensional temperature
s = Stefan–Boltzman constant, W/(m2 K4)
sm = root mean square of deviations for moisture
sT = root mean square of deviations for temperature
t = time constant
y = nondimensional radial distance

Subscript

0–9 = nodes
a = ambient
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c = can
e = equilibrium, experimental, environment
f = fluid
L = liquid
max = maximum
min = minimum
o = initial, center
p = predicted, product
r = retort
s = surface, steam, solid, saturated
t = at any time t
w = water
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Appendix 1. Simulation program for the models of example 1 using Simulink-Metlab

% Pasteurization of a beverage in a can
% This main file, bev.m, calls the subfunction subbev.m.
% C = Product specific heat (J/kg*K)
% DIA = Can Diameter (m)
% DSUBT = Decimal reduction time at T (s)
% H = Can height (m)
% HTC = Heat transfer coefficient
% OSUBO = Initial microbial count
% OSUBP = Microbial count at any time
% PCT = Percent fill of can
% RHO = Product density (kg/m∧3)
% SA = Surface Area (m∧2)
% TAU = Time constant (s)
% TSUBO = Initial product temperature (C)
% TSUBE = Ambient temperature (C)
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% TSUBP = Product temperature at any time (C)
% U = Overall heat transfer coefficient (W/m∧2*K)
% KSUBO = Initial rate constant (1/s)
% KSUBP = Rate constant of product at any time (1/s)
% INITIAL CONDITIONS

DSUBT = 12; TSUBT = 121; RHO = 1000;
HTC = 795; TSUBP = 60; TSUBE = 116;
OSUBP = 1000000; PCT = 90; PI = 3.141593;
C = 4186; DIA = 0.0809625; H = 0.1190625;
SA = ((DIA∧2/4.0) + (DIA*H)*(PCT/100.0))*PI;
VOL = (PI*DIA∧2*H)/4.0; U = HTC;
TAU = (RHO*VOL*C)/(U*SA); Z = 10; B = 2.203/Z;
KSUBP = (2.303/DSUBT)*exp(−2.33*(TSUBT − TSUBP)/Z);
% DYNAMIC
[t, y] = ode45(‘subbev’, [0 600], [TSUBP OSUBP KSUBP]);
% PLOT RESULTS
figure; plot(t,y(:,1));
xlabel (‘Time (s)’);
ylabel (‘Product Temperature (C)’);
figure; plot(t,y(:,2))
xlabel (‘Time (s)’);
ylabel (‘Microbial Level’);
figure; plot(t,y(:,3));
xlabel (‘Time (s)’);
ylabel (‘Rate Constant of Microbial Destruction (1/s)’);
% This function is called by main file, slab.m.
function dy = subbev(t,y)
% initial value for constant variables
TSUBE = 116; PCT = 90; PI = 3.141593; DIA = 0.0809625; H = 0.1190625;
SA = ((DIA∧2/4.0) + (DIA*H)*(PCT/100.0))*PI; %0.0365;
VOL = (PI*DIA∧2*H)/4.0; HTC = 795; U = HTC; RHO = 1000; C = 4186;
TAU = (RHO*VOL*C)/(U*SA); % 88.33; Z = 10; B = 2.203/Z;
% returned vector
dy = zeros(3,1);
% Dynamic equations
dy(1) = (TSUBE − y(1))/TAU;
dy(2) = −y(3)*y(2);
dy(3) = B*y(3)*((TSUBE − y(1))/TAU);
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17 Design of Food Process Controls Systems
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17.1 Introduction

17.1.1 Design of food process controls

Design of food process controls include the specification of sensors, actuators, con-
trollers, software, and networks that must be fully compatible and integrated into a working
system. This process control system must have real benefits for the enterprise in order to
justify the costs. Many in the food industry think of process automation as a luxury that
can only be justified by the largest processors. However, even small, self-contained
systems purchased directly from a manufacturer typically have automatic controls
installed. Process controls, automatic controls, and automation are similar terms that are
commonly used interchangeably. In this chapter, the term automation will be considered
a more general term, which includes the elements of process controls and automatic 
controls.

When examining the state of process automation in the food industry, wide ranges in
the level of automation exist. Some processors rely heavily on experienced operators and
manually operated controls with minimal automation. Others may have fully automated
systems that only require operators to supervise and troubleshoot when anomalies occur
in the system.

This chapter is divided into sections covering the basics of each of the following com-
ponents of food process controls: benefits of automation, computer integrated manufac-
turing, automation components and terminology, control system automation (discrete
controls), and continuous feedback controls, controllers, sensors, and actuators.

17.2 Benefits of Automation

Automation is the mechanization of a system so that it may be operated, regulated, and
controlled without the need for human intervention. Examples of automated systems
encountered in everyday life include washing machines, dishwashers, automobile cruise-
control, automated car wash systems, air conditioning, and heating systems.
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There are many reasons to automate a food processing system. Some of these include:

• Reduction of manual labor
In developed countries such as the United States, manual labor is expensive.
The most successful food companies are those that can reduce manufactur-
ing production costs while maintaining safety and quality.

• Reduction of variability in finished product quality
Customers want consistent quality in the food products they purchase. One
of the goals of food automation is to regulate the process equipment to main-
tain a desired quality specification in the food being produced, despite vari-
ability in raw materials or disturbances in process utilities.

• Reduction in waste
When automation is used to regulate food process equipment, there is less
out-of-specification product that otherwise would require disposal or salvage.

• Improved productivity
Productivity is the ratio of the amount of material produced to the cost of
production. In many cases, automation allows for increased equipment speeds
and reduced manual labor costs, both of which increase overall productivity.

• Improved food safety
The objectives of many food processes is to reduce the microbial load and
render the final food product shelf-stable. Automatic detection and control of
key variables that meet these goals during processing help to assure the pro-
duction of foods safe for consumption.

• Extended equipment life
Automation systems can be used to keep the process from operating in ranges
that stress the equipment. Further, automation systems can provide notifica-
tion when equipment or device failures appear imminent. This allows plant
management to address equipment related problems before the equipment
fails.

• Improved worker safety
Automation systems can monitor conditions that represent a threat to worker
safety and sound alarms or shut down equipment when necessary to prevent
worker injury.

17.3 Computer Integrated Manufacturing

Automatic control systems used in the food industry are generally categorized under
either: i) unit operation processing or ii) material handling, transfer and positioning. During
unit operation processing, an exchange of energy, mass, or momentum is induced within
the unit operation to effect some desired change in the food material contained within the
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equipment. All actions taken within a unit operation are intended to transform the food
material from one state or condition into another more valuable state or condition. In this
case, process control is synonymous with unit operation control. During material handling,
transfer, and positioning, food or packaging material is physically moved from one 
location to another, usually between a series of intermediate unit operation processing
steps.

It is interesting to note that food plants may be highly automated in one area but not in
another. That is, some food plants may exhibit a high level of sophisticated control for
unit operations but not for raw material or ingredient handling. Likewise, some food plants
may exhibit a high degree of automated material handling and little or no automation of
unit operations. While the food industry as a whole has gradually increased its level of
automation over time, there is wide variation in level of automation in the food industry.

Computer integrated manufacturing (CIM) refers to the use of computer systems to
interconnect the various unit operations and material handling operations to each other
and to other corporate operations such as maintenance, quality control and assurance,
product development, resource planning, warehousing, marketing, and sales.

CIM is often depicted as an automation pyramid (Figure 17.1). Sensors and actuators
at the process level form the base of the pyramid. Controllers form the next level. 
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Supervisory control systems that generate process records and evaluate process trends
form the next layer. Higher layers include purchasing, resource planning, warehousing,
sales, and marketing. Information is filtered from the data as it passes from level to 
level.

For example, the control system for a food container filler provides fill weight data to
a supervisory system. The supervisory system calculates the statistical mean and standard
deviation of food product filled into containers. These descriptive statistics are used to cal-
culate the fill weight target necessary so that 99% of the containers will be at or above
label weight. The calculated fill weight target is transmitted regularly back to the auto-
mated filler control system. In the meantime, the amount of food material over label weight
is sent to a computer system in the operations management office, where it is tabulated
over time and the cost of lost material is calculated on a monthly basis. The detailed costs
of these losses are transmitted to corporate headquarters, where a decision is made whether
or not to purchase new fillers with a smaller variance in fill weight. The corporate man-
agers have all the information they need to determine whether they can justify the expen-
diture for new fillers based on the performance of the current fillers as reported by the
plant automation system.

Owing to the cost and complexity, only large food manufacturing plants seek to employ
total CIM. It is necessary that such systems remain secure, flexible, and robust. The recent
move to open architecture software systems and standards facilitates CIM by allowing
various operations within the food company to use the best-of-class software and hard-
ware solutions. The vendors of such software and hardware only need follow industry
standards to allow their systems to communicate efficiently with hardware and software
provided by other vendors.

17.4 Automation Components and Terminology

Automation has been referred to as an invisible technology or invisible glue that holds
processes together. In most cases, one is unaware of the decision-making that goes on
during automatic regulation of processing equipment. While there are certain hardware
elements of automation that are tangible, there are other software, electronic signals, and
logic elements that are intangible. It is these intangible and indeed invisible elements that
lend a certain mystery about automation to those unfamiliar with it.

The following are some of the hardware components commonly found in automated
systems:

• Sensors • Controllers • Actuators
• Transmitters • Computers & monitors • Relays
• Switches • Network interfaces • Motor starters
• Wires and cables • Alarms • Solenoids
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The following are some of the intangible components commonly found in automated
systems:

• Logic • Algorithms • Non-linearity
• Signals • Disturbances • Gains and Bias
• Time delay • Noise • Software
• Dynamic responses • Linearity • Process Interactions

Switches, sensors, and transmitters are examples of hardware devices that are used to
measure important process variables and events. These devices produce signals (an intan-
gible component) that can be sent, usually by wires, to a controller. The signals from
sensors and transmitters represent the measured variables of a process, also commonly
referred to as the process variables (PV). Solenoids, relays, and motor starters are hard-
ware devices, commonly called actuators, used to manipulate or change a variable in the
process. The signals sent to these devices from a controller represent the manipulated vari-
ables or controlled variables (CV). The controllers themselves are typically computer or
microprocessor-based devices that use logic or algorithms to determine when and how to
adjust or change the controlled variables. A simple block diagram can summarize the inter-
action between sensors, actuators, and controllers (Figure 17.2).

Here is a list of many other components listed in the tables above.

• Signals that contain process information can be encoded in electrical wires,
pneumatic lines, and hydraulic lines where they are routed between tangible
hardware devices.

• Control logic is the algorithm or sequence of step-by-step operations that
determine when and how controller outputs change the control variables
based on information provided by sensor inputs from the process variables.

• Computer software and controllers are used to execute algorithms and math-
ematically manipulate the numerical values that represent the control and
process variable signals.
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• Computer terminals are used to display the various signals in a form that
human operators can interpret.

• Alarm hardware such as indicators and sirens are used to warn human oper-
ators of abnormal conditions detected by the logic encoded in the controller.

• Linearity is the tendency of device outputs to scale linearly with their inputs.
For example, a device such as a valve is considered linear if it responds with
a 10% increase in output when given a 10% increase in input.

• Gain and bias are properties of linear systems that dictate how much the
device output changes relative to its input. Gain and offset are synonymous
with the terms slope and intercept, respectively, which are used to define a
straight line in the Cartesian coordinate system. Devices that do not scale lin-
early are considered non-linear.

• Disturbances are unexpected signals from outside the process that influence
process variable and control variable signals. These may include variability
in raw material properties and upsets in the utilities that provide energy to
the process.

• Noise is any statistically random disturbance.
• Time delay is a phenomenon whereby the output response of a device to its

input is delayed for some period of time. This often occurs when a sensor is
located some significant distance downstream of the process. Detection of
process changes will be governed by residence time in the equipment and
have strong implications for automation behavior.

• Dynamics are defined as the way a device’s output changes with time in
response to some static input. Dynamic behavior is also related to residence
time as well as heat and mass transfer properties of the food and/or equipment.

• Process interaction is the manner in which one system input affects more than
one of the system’s outputs. For example, pump speed can affect both heat
transfer rate (and product temperature) of a liquid food product in a heat
exchanger as well as its flow rate (throughput).

17.5 Control System Objectives

All automation systems have one or more specific, measurable objective that is directly
related to the overall process objectives. Each automation objective is termed a set point
(SP). The sole purpose of automation is to achieve those specified objectives (set points)
without the need for human intervention. Often the degree of automation is measured by
the degree to which human intervention is not required to meet manufacturing objectives.

The key to successful automation design is how well the automation objectives (set
points) correlate with the process objectives. Often, the process objectives in food pro-
cessing are to produce a safe, high-quality food product with a reasonable shelf life, as
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efficiently as possible. Since there are no sensors that directly measure safety, quality, shelf
life, and efficiency, these objectives must be recast in terms of process variables that can
be measured and regulated by control variables. The role of food scientists and engineers
during the design stage of unit operations and material handling systems is to select those
measurable process variables, control variables, and operating conditions that best meet
overall process objectives.

Consider pasteurization, for example. One of the process objectives of pasteurization is
to eliminate all pathogenic microorganisms (safety). Another is to reduce microbial load
(shelf-life). A sophisticated engineering design will translate these process objectives (that
cannot be measured using sensors) into automation objectives (set points). Such as target
flow rates and temperatures (that can be measured). In this example, the automation set
points will be assigned to maintain acceptable product flow rate and suitable product tem-
perature necessary to meet the overall process safety and shelf-life objectives.

The automation objective (set point) is always specified in terms of the process vari-
able. In unit operations, the process objectives and process variables used are ultimately
specified in terms of mass, energy, or momentum transfer within the unit operation. For
example, in a food dryer, the automation set point is the moisture content of the final
product and is based on mass transfer. For pasteurization, the automation set points are
the product temperature and residence time (in a heat exchanger) and are based on energy
transfer. In material handling operations, the process objectives and process variables used
are ultimately specified in terms of position, speed, and acceleration of products or con-
veying equipment.

17.5.1 Discrete control

Discrete control is automation that involves logical and sequential control of discrete
devices. Logical operations and discrete devices are those that have no dynamic behavior.
The simplest operations or devices are either true or false, on or off. Discrete control is also
commonly referred to as on-off or logic control. Two-state devices include sensors that
exhibit only two input states (e.g., high/low, on/off, hot/cold, high-pressure/low-pressure,
etc.) and control elements that exhibit only two output states (e.g., open/closed, on/off).

Figure 17.3 shows an example of discrete control in the food processing industry; the
flow diversion valve used during pasteurization, and aseptic processing. During startup,
the diversion valve is normally open to divert unpasteurized product away from the filler.
Also, if the product temperature exiting the pasteurizer drops below a minimum prede-
fined threshold at any time during processing, the diversion valve is opened to send the
product back for reprocessing. It is only closed when the temperature rises above a thresh-
old indicating that product has been adequately pasteurized and is ready for packaging.
Note that the valve can be in only one of two states at a time, that is, diverted flow (nor-
mally open) or forward flow (closed).
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In general, discrete control is not suitable for precise regulation of temperature, flow
rate, and pressure. It is primarily used in material handling operations (flow diversion can
be considered a type of material handling). Like the flow diversion example, most discrete
control systems can be explained by logic statements such as:

“If switch A is closed then turn on motor 2”
However, since early logical control systems relied on hardwired, electrical circuits like

the one on the left in Figure 17.4 below, “logic wiring diagrams” were used to explain
control logic of the many circuits at one time. These logic diagrams were called relay
ladder logic (RLL), and represented the connections of electrical switches and devices that
allowed electrical current to flow through the circuits to power the loads, such as motors,
solenoid valves, lights, etc.

Today, programmable logic controllers have replaced hard-wired control circuits in most
applications. For this reason, ladder logic diagrams have been adopted as the symbolic
language most commonly used to document and implement discrete control operations.
PLCs are usually programmed with a software interface that mimics ladder logic diagrams.
In the software version of ladder logic, true/false functions typically replace the electrical
switches and a true statement is analogous to closing an electrical switch. An example of
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a ladder logic diagram that may be programmed into a PLC for controlling the example
of a diversion valve during pasteurization is shown in Figure 17.5.

The logic in the diagram above assumes that the divert valve is normally open, divert-
ing fluid away from the filler unless proper temperature and flow conditions are met. Once
the specified temperature and flow conditions are met, the divert valve is closed, allow-
ing the product to flow to the filler and an indicator lamp is illuminated signifying that the
product is flowing to the filler.

In ladder logic, the instructions are placed on rungs between two vertical posts, hence
the reference to the logic as a ladder diagram. Although the example above shows only
one rung of logic, it is common for ladder diagrams to contain hundreds of rungs. The
interpretation always begins at the left-hand post and moves across to the right-hand post.
All rungs are evaluated by moving from left to right. Logical input element(s) placed at
the left side of each rung are evaluated first and, if all elements are found to be true, then
output element(s) for that rung are executed. If the any, or all, of the input element(s) are
not true, the output element(s) for that rung are not executed (Figure 17.6).

When a PLC is used to implement ladder logic, each rung is executed one at a time,
from the top to the bottom of the ladder diagram. In most instances, the time it takes for
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a PLC to scan all of the rungs is short (on the order of 100ms) and is functionally equiv-
alent to all rungs executing simultaneously.

17.5.2 Continuous control

Continuous control is automation that involves the sensing and adjustment of devices
that can vary incrementally between their limits. Prior to the use of microprocessors and
PLCs, this was referred to as analog control because of the use of analog signals and con-
trollers. Analog devices include sensors that measure process variables over a range of
values (e.g., 32–300°F, 0–100GPM, 0–50psig) and control elements that can be positioned
between 0% and 100%. For example, continuous control is used to regulate the tempera-
ture of product exiting a heat exchanger during a pasteurization process.

In order to use these analog devices with a digital, microprocessor-based controller, such
as a PLC, the analog signals from these devices must be converted to digital form. Most
PLCs or microprocessor-based controllers have analog to digital converters (ADC), which
perform this task.

Continuous control is primarily used in the regulation of mass and energy flow in unit
operations. Distributed control systems (DCS), developed in the 1970s, were originally
used to implement continuous control. These systems consisted of large, mainframe com-
puters that would perform all continuous control calculations for an entire process line or
manufacturing plant. However, owing to the widespread success of PLCs in the 1980s to
control discrete devices, continuous capabilities were added to PLCs. Today, most food
processing plants use PLCs to implement continuous control for unit operations.

17.5.3 Block diagrams

Block diagrams are used to illustrate the flow path of the invisible signals that pass
between hardware devices. Block diagrams consist of blocks, arrows, and arithmetic junc-
tions. Blocks represent a device that has one or more inputs and/or outputs. Arrows rep-
resent a signal that carries information. Arithmetic junctions are used to represent
mathematical operation on signals. Block diagrams are different from manufacturing flow
charts in that the arrows depict the path of signals and not necessarily the path of food
materials. For example, consider the generic block diagram in Figure 17.7.
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In this example, valves, motors, and pumps are identified as control elements for some
process. The control variable (for example the pump speed) is considered the signal
manipulated by the control element and thus will have a specific effect on the process.
Temperature, pressure, and position are identified as process variables. The numerical
value of each process variable (for example temperature) is considered a signal and rep-
resents some aspect of the state of the process.

17.5.4 Closed loop systems

A closed loop system implies a structure, whereby PV signals generated by the process
output are ultimately used to determine the control variables (CV) that regulate the process
input.

A commonly used closed-loop automation technique is negative feedback control. A
negative feedback control system consists of:

(1) process set point signal;
(2) feedback controller;
(3) control elements;
(4) process to be controlled;
(5) sensing element; and
(6) process output measurement signal.

A block diagram that depicts a closed loop system (incorporating a negative feedback
control strategy) is shown in Figure 17.8.

The sensing elements are the measuring devices used in the feedback loop to monitor
the process output. In negative feedback control, this process variable (PV) is subtracted
mathematically from the process set point (SP). The set point represents the desired oper-
ating value of the process output and is usually entered by the operator.

The result of this subtraction, set-point minus process variable, is the error signal. The
purpose of the controller is to eliminate the error. If the process variable is greater than
the set point, the error is negative. If the process variable is less than the set point, the
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error is positive. The controller uses this error signal to adjust the control variable (CV).
If the error is negative, the CV will be reduced. If the error is positive, the CV will be
increased. The magnitude with which the CV is changed depends on the controller algo-
rithm and the magnitude of the error signal.

The control elements in a negative feedback control system are the mechanical devices
used to change the process. These mechanisms vary from system to system and consist of
devices such as motors, valves, solenoid switches, piston cylinders, gears, power screws,
pulley systems, chain drives, and other mechanical and electrical components.

Negative feedback control is thus able to maintain some specified process behavior,
despite disturbances in processing by regulating the error between the measured process
output and the set point.

The difference between the term “closed-loop” and the term “feedback control” is that
feedback control implies some set of goals in regulating the system to some desired spec-
ification. The term “closed-loop” simply defines a system structure with no implied spec-
ification on system response. Negative feedback control can thus be considered one
example or subset of a closed-loop system structure.

As an example of a food process that uses negative feedback control, consider the
control of product temperature during pasteurization (Figure 17.9).
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In this case, the objective is to regulate the product temperature to reduce microbial
population to some minimum acceptable level. This is termed the temperature objective
set point (SP). The product temperature (PV) is constantly measured with a temperature
sensor, such as an RTD or thermocouple. If the product temperature equals the SP, then
no adjustment to the steam flow rate to the heat exchanger is necessary. However, if the
PV is greater than the SP, then it makes sense that the steam flow rate should be reduced.
If the PV is lower than the SP, the steam flow rate should be increased.

The controller is constantly calculating the error by subtracting the PV from the SP. If
the product temperature (PV) is higher than the set point (SP), the error is negative and
the controller throttles the steam valve (CV) to reduce the amount of steam going to the
heat exchanger, which decreases product temperature. If the product temperature is lower
than the set point, the error is positive and the controller opens the valve (CV) to increase
the amount of steam going to the heat exchanger, which increases product temperature.

17.5.5 PID control algorithm

The most common feedback control method is the PID algorithm. PID is an acronym
for Proportional plus Integral plus Derivative action on the error signal to calculate a
process input signal. A proper balance between each of these actions is necessary to obtain
the desired control characteristics.

17.5.5.1 Proportional control action

Proportional control is the simplest form of feedback control. The output of a propor-
tional controller is simple proportional to the error between the set point and the process
output.

Mathematically, the controller output “u(t)” is calculated as

u(t) = Kp × e(t)

where Kp is the gain of the controller and e(t) is the error signal.
Kp is also referred to as the proposal sensitivity of the controller. It indicates the change

in the control variable (CV) per unit change in the error. The proportional gain can be
viewed as an operator-adjustable amplification
of the error used to control the process input
(Figure 17.10).

The larger the error, the larger the change to
the process input. Likewise, the smaller the
error, the smaller the change to the process
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input. If the error is zero, no change is made to the process input. The term Proportional
(P) as used in feedback control is also known as gain, proportional gain, or sensitivity. In
many industrial controllers, the proportional control is expressed in terms of proportional
band (PB). Proportional band is defined as the percentage change in input required to
produce a 100% change in the output. PB is related to Kp by

PB = 1/Kp × 100

One drawback to proportional feedback control is that for non-integrating processes a
persistent residual error can occur.

Consider a simple example in Figure 17.11, where the process and sensor have a gain
equal to 1 and negligible dynamics. Using block diagram algebra, we see that the process
output (Y) equals the error (E) times the controller gain (KP) times the process gain (1)
plus any disturbance (D). We also see that the error (E) equals the set point (R) minus the
output (Y) times the sensor gain (1). Summarizing, we have

Y = KPE + D

E = R − Y

This gives

Y = KP (R − Y) + D

Solving for Y, we find

Y
K

1 K
R

1
1 K

DP

P P

=
+

+
+
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This equation tells us that for a set point change (R ≠ 0, D = 0), the output Y can never
equal the set point R, unless the gain KP is infinite. Likewise, the effect of a disturbance
(D ≠ 0, R = 0) on the output Y will never be completely eliminated by proportional control
unless KP is infinite.

What this means is that for most (non-integrating) processes, proportional-only control
will neither enable the process to reach a new set point nor will it completely eliminate
disturbances. The process output Y will be offset from its desired set point value R. In
fact, this phenomenon is called offset. One might ask, “Why use proportional feedback
control?” For simple, first-order processes with negligible disturbances operated at a con-
stant set point, proportional feedback control (alone) may be adequate for bringing the
process output to the set point more rapidly than if the process was operated in open loop.
The bottom line here is that proportional control will get the process variable close to the
desired set point and will speed up the dynamics of the system. Elimination of the offset
in a proportional feedback controller is the role of the next control action, integral action.

17.5.5.2 Integral control action

The term “integrate” means to add or sum together. In fact, the integral sign (∫) used in
the integral calculus was derived by Newton from the script S and stands for “Sum.” Inte-
gral control is proportional to an integration of the error signal “e(t).” Thus, the value of
the controller output “u(t)” changes at a rate proportional to the error “e(t).” This means
if the error is doubled over a previous value, the controller output increases twice as fast
to compensate for the rapidly increasing error. When the process variable is at the set point
(no error), the integral control action remains constant. Likewise, whenever an error is
present, the integral control action is changing (increasing or decreasing) to eliminate the
error.

Integral control action is usually combined with proportional control action (Figure 17.12).
The combination is termed proportional plus integral action and is referred to as PI control.
The output of a PI feedback controller is proportional to the error plus the sum of the 
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error over time, as shown below. Thus, integrating action corrects for the offset that occurs
in controllers with proportional only gain by integrating “out” the errors that persist over
time.

The integral gain, KI, is an adjustable parameter to “control” the amount of integral
action by the controller. On some industrial controllers, the adjustable parameter for the
integral mode is TI, and the integral time-constant. KI and TI are reciprocals of each other.

The advantage of including integral action with the proportional action is that the inte-
gral eliminates offset. Typically there is some decreased stability (more oscillations) in the
response due to the presence of integral action.

17.5.5.3 Derivative control action

Derivative control action changes the controller output proportional to the rate of change
of the error signal “e(t).” The derivative term calculates the change-in-error and provides
anticipatory action to the controller. The idea is that if the error is changing at a fast rate,
then additional control action is warranted to prevent overshoot or undershoot of the set
point. The amount of derivative control is determined by a proportional constant, KD, the
derivative gain (Figure 17.13).

Derivative action is usually not necessary for processes that exhibit first-order dynam-
ics. Also, derivative action is not recommended for processes with significant measure-
ment noise. If the measurement of the process output contains a noticeable amount of noise
then derivative action will amplify the noisy signal and produce undesirable results.

The PID control algorithm, although available in several forms, has been the main work-
horse of the controls industry for many years. Today, it is still useful for controlling many
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systems due to the flexibility in changing each of the three actions individually. Proper
adjustment of the three gains to get an acceptable control system is called tuning. Tuning
is often performed by trial and error by the experienced control systems engineer.
However, there are also several methods for tuning closed loop, PID controllers. Most of
the methods are based on some experimentation with the process in order to determine its
dynamic characteristics. A typical response curve for a change in the set point after proper
tuning is shown in Figure 17.14.

17.5.6 Open loop control systems

An open loop control system implies a control structure whereby measurements of the
process variable are not used to regulate the process inputs (Figure 17.15).

In an open loop system there is no set point and no feedback controller. Processes can
be operated in open loop if:

• They are stable;
• There are little or no disturbances; and
• Process response time is adequate.
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Figure 17.14 A typical response curve for a change in the setpoint after proper tuning.
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Some examples of food processes commonly operated in open-loop are belt conveyors,
mixers, pumps, dryers, and dough sheeters. For example, in a drum drying process, the
drum speed and steam pressure are set to some predefined constants by the operator. Pro-
vided that there are no disturbances in the drum speed, steam supply pressure, or feed-
stock moisture, the quality of the product output by the dryer should remain constant
(Figure 17.16). Hence, there is no need to measure the process output (product moisture
or quality) in order to control the process.

A process must be operated in open loop if:

• There is no way to sense the process variable (e.g., retorting); and
• The process dynamics are too complex to implement feedback control (fer-

mentation, extrusion).

For example, in most baking, extrusion, cooking, and retorting operations, the temper-
ature inside the food material cannot be measured and hence the oven, extruder, or retort
temperature profile and cook time cannot be based on measured product temperature. Two
examples of open loop control are predictive control and feed forward control.

17.5.7 Predictive control

In instances where the process variable of concern cannot be measured, it may be able
to be estimated using engineering models. Feedback control is then performed using the
model predicted value instead of a measured value (Figure 17.17). This technique is often
used in the food industry where it is difficult or impossible to measure food properties
during processing. The process time and temperature used to sterilize canned foods in a
retort is based on engineering models that predict how the food inside the can will heat
and the how the microorganisms inside the food product succumb to the heat.
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17.5.8 Feed-forward control

If disturbances can be measured and their effect on the process is known, then feed-
forward control can be used to reduce the effect of those disturbances on the process. In
feed-forward control, the measured disturbance variable is used to alter the controlled
variable. Feed-forward control is only successful if the effect of the disturbance on the
process output can be accurately predicted.

For example, consider a drying process with a long residence time. Using feedback
control, a moisture sensor would be placed at the output of the drying unit and its signal
would be used to adjust the drying time and or drying temperature. However, if the resi-
dence time is 3 hours, then it will take close to 3 hours to determine if the right adjust-
ment has been made. In the meantime, the product under production may not meet quality
standards for moisture and require reprocessing or disposal. Both alternatives impose unac-
ceptable costs during manufacturing.

A better solution is to measure the moisture of incoming feed material and treat any
deviation in feed moisture content from nominal as a disturbance variable and use this in
a feed-forward type of controller (Figure 17.18). By measuring the moisture content of
feed material entering the dryer, a mass balance calculation can be employed to determine
the change in drying temperature or drying time required for that feedstock. The correct
process is applied without feedback control.
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Both feed-forward and predictive controls are open loop control strategies and are often
confused with one another. In feed-forward control the control variable signal is computed
based on an actual measurement of a disturbance variable, whereas in predictive control
the control variable signal is computed based on a computational model’s prediction of
the process variable.

17.6 Controllers

In the food industry there are basically three types of microprocessor-based control
systems, single-loop controllers, programmable logic controllers (PLC), and distributed
control systems (DCS). The smallest and least expensive is the single-loop controllers
Most single-loop controllers are dedicated to the continuous feedback control of one unit
operation or single piece of equipment. For example, the level of water in a tank can easily
be controlled by a single-loop controller.

Single-loop process controllers most commonly use a PID algorithm to control the feed-
back loop. However, some process controllers are available, which use fuzzy logic-based
control algorithms. Figure 17.19 shows a typical process controller and a schematic
diagram of the liquid level control system. In this example, the controller (LIC) accepts
the analog output signal, 4–20mA, from a level transmitter (LT) and controls the position
of a flow control valve (FCV) to regulate the liquid level in the tank.

Programmable logic controllers are basically specialized computer systems designed for
industrial use. Instead of having a keyboard, mouse, and monitor for input and output (I/0)
devices, PLCs have input and output interfaces, or terminals, for connecting devices such
as push buttons, switches, motor starters, and solenoids. All of the devices that would be
used to sense and control a machine, system, or process can be interfaced to a PLC.
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The main components of all PLCs are
shown schematically in Figure 17.20.
Those components include a processor,
memory, I/O terminals, and a power
supply contained inside some type of
chassis.

17.6.1 Processor

The processor, or Central Processing
Unit (CPU), is the heart of the PLC and is
similar to that found in any computer. The
CPU organizes and controls the function-
ing of the PLC. It keeps track of the status

of any inputs and outputs connected to the PLC, runs the program, and provides commu-
nications ports for the user to connect to the PLC and enter or change programs and
monitor operating status. The CPU also performs functions that duplicate conventional
timers, control relays, counters, and more complex electronic circuits. The processor is
what executes the logic in a programmable logic controller.

17.6.2 Memory

The CPU uses the memory to store programs, and record the status of inputs and outputs,
that is, are they on or off? The memory is usually divided into “system memory” and
“application memory.” The system memory is preprogrammed with the operating software
of the PLC. This memory is usually read-only memory (ROM) and cannot be changed
easily by the user. The application memory consists of Random Access Memory (RAM),
which is used to store ladder logic programs and input/output data. The state of each dis-
crete input or output device connected to the PLC can be designated by a single memory
bit whose value is 0 or 1 when the device is FALSE or TRUE, respectively. For example,
the state of a discrete proximity switch will be stored in the PLC memory as a 0 if the
switch is open (false) and as a 1 if the switch is closed (true).

17.6.3 Power supply

Both AC and DC powered models are available with required voltages ranging from as
low as 12V to as high as 240V. Regardless of the type of power source for which a PLC
is designed, the power supply module must convert the power into low voltage DC for
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use by the CPU and associated electronics. The power supplies for PLCs are typically reli-
able and tolerant to environmental conditions, such as humidity, temperature, vibrations,
etc. Most PLCs do not have an uninterruptible power supply (UPS). So if electrical power
outages could cause a hazardous condition in the process, one may need to be installed.
Alternatively, some PLCs have a programmable, emergency shutdown feature. With the
aid of capacitors to store power, the PLC performs an emergency shutdown sequence when
it senses a power failure. All PLCs also have some sort of battery backup that maintains
the program in memory during power outages or scheduled down time.

17.6.4 Input/output terminals (I/O)

If the processor is responsible for the logic in PLC, then the I/O terminals can be thought
of as putting the control in PLC. These I/O terminals allow the PLC to “sense” and
“control” events occurring in a machine, system, or process. Small PLCs have a fixed
number of input and output terminals. Larger PLCs have I/O modules that can be added
to the PLC rack as needed, based on the size of the process being controlled. Basic types
of I/O modules include:

• AC input modules—discrete signals 120VAC typical
• AC output modules—discrete signals 120VAC typical
• DC input modules—discrete signals 0–24VDC typical
• DC output modules—discrete signals 0–24VDC typical
• Analog input modules—signals ranging from 0–10VDC, or 4–20mA
• Analog output modules—signals ranging from 0–10VDC, or 4–20mA
• Thermocouple input modules—signals from thermocouples
• RTD input modules—signals from resistance temperature devices
• Communications modules—many protocols including TCP/IP, Modbus, Data

Highway +, Fieldbus, Devicenet, etc.

All input and output terminals provide electrical isolation between the PLC and exter-
nal signals. This isolation keeps any stray signals, short circuits, or ground faults from
damaging the processor. Most I/O modules use optical isolation for this purpose. In optical
isolation, electrical signals are converted into light signals and then back to electrical
signals and transmitted into the PLC.

17.6.5 Chassis

The chassis, or enclosure, of the PLC is usually one of two types (Figure 17.21). For
small PLCs, all of the components are contained in one enclosure. The shape can be varied
but some are referred to as “bricks” because of their resemblance to a square block or
brick. In these small PLCs, the number of input and output terminals to which external
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devices can be connected is fixed. Larger PLCs are built in modules that are held within
a large chassis called a rack. These rack-type PLCs are flexible in the number of input and
output terminals and types of I/O devices to which they can interface. Each slot in a rack
can contain a different I/O module for inputs or outputs to/from the PLC. The slot number
for each module is used as part of the address for identifying where components are con-
nected to the PLC, as described later.

17.6.6 Programming device

Programming devices can range from keypads built into the PLC itself, to hand-held
programming terminals, and computers running specialized software. The benefits of
keypads and hand-held terminals are that they are portable and rugged enough to make
changes right in the plant where the PLC may be installed. The benefit of programming
with a computer and software is that a copy of the program can be stored outside of the
PLC for offline modification or upgrading, emergency backup, or simply documentation
purposes. With the help of communications modules, most PLCs can communicate over
a network (Figure 17.22) to computers for both programming and monitoring.

17.6.7 Controller programming

Most control systems on the market today are microprocessor-based and require pro-
gramming by the user before they can be used to automate a process. Small process control
systems simply require that the user select configuration parameters from a predefined 
list. Other more complex systems like PLCs require programming using sophisticated 
software. A programmed set of instructions forms the algorithm that determines the 
actions to be accomplished automatically by the system. The program specifies what the
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Figure 17.21 Typical rack and brick-type PLCs.



automated system will do and how the various process signals must be acted on to accom-
plish the desired result.

The simplest ladder logic programming instructions used for discrete control on PLCs
are listed in the table below:

Instruction I/O Symbol Meaning

XIO—eXamine If Open Input -] [- True if the bit is set to 1. False if the bit is 
set to 0.

XIC—eXamine If Closed Input -]\[- True if the bit is set to 0. False if the bit is 
set to 1.

OTE—OuTput Enable Output -( )- Sets the designated output bit to 1 if the 
logical combination of input conditions is
TRUE, otherwise it sets the designated 
output bit to 0.

OTL—OuTput Latch Output -(L)- Sets the designated output bit to 1 if the 
logical combination of input conditions is
TRUE.

OUT—OuTput Unlatch Output -(U)- Sets the designated output bit to 0 if the 
logical combination of input conditions is 
TRUE.
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Logic for a motor control panel can be programmed in ladder logic (Figure 17.23).
Each physical device in the factory is wired to a termination point on the PLC. Each

termination point on the PLC has a corresponding physical location in the program. Note
the switch inputs and relay outputs used in the following examples:

• PB1 is a NC momentary push button switch labeled STOP. It is wired to a
discrete input card in slot 010 terminal number 0. The address of PB1 is thus:
I : 010/0.

• PB2 is a NO momentary push button switch labeled START. It is wired to a
discrete input card in slot 010 terminal number 2. The address of PB2 is thus:
I : 010/2.

• RC is a relay coil in a motor control panel. It is wired to a discrete output
card in slot 7 terminal number 5. The address of RC is thus: O :007/5.

• RS1 is a NO set of contacts on the relay RC. When the relay is activated,
these contacts will close.

When the operator presses PB2 (Figure 17.24), the electronics inside the discrete input
card places 5VDC on the backplane of the PLC rack that corresponds to the address of
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Figure 17.23 Logic for a motor control panel programmed in ladder logic.
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software-programmed ladder logic.



that switch input. The software program running in the PLC then sets the corresponding
bit to 1 to indicate that the physical switch is closed.

The PLC is operating program logic that determines the appropriate state of the output
and sets the memory address bit associated with the output to either a 0 or 1 accordingly.
The electronics inside the PLC places 0VDC or 5VDC on the backplane of the PLC rack
that corresponds to the address of that output. The discrete output card, upon sensing the DC
voltage, switches 120VAC (Figure 17.25) to the motor control relay if the output is TRUE.

One of the advantages of using a computer to program logical control should be appar-
ent. When using a computer program, it is not necessary to have a physical set of contacts
for RS1. Rather, the program can inspect the status of any output just as easily as it can
an input. Note in the above program, the reference to O :007/5 using an input (XIC)
instruction. If this control logic were hardwired, that input would need to examine a set
of relay contacts. Using software, it does not! This capability not only saves wiring costs
but relay hardware as well.

The above example explains in detail how a discrete control example is programmed
into ladder logic software in a PLC. Since most rack-type, modular PLCs used today can
also perform continuous control, ladder logic instructions have been created to perform
analog control tasks. For example, block instructions in a PLC ladder program may include
an analog block read to input values from analog sensors, PID control blocks to perform
PID loop calculations, and an analog block write to output a signal to control a valve when-
ever the rungs containing these block instructions are executed.

17.6.8 HMI—human-machine-interface

Since most controllers need human input or monitoring, normally a human-machine-
interface (HMI) is required. The HMI includes any equipment used to allow automated
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systems to interface with human operators. The HMI can be as simple as indicator lamps
and pushbuttons on a panel or as complex as a group of graphic display windows pre-
sented on a computer monitor. Indicator lamps and pushbuttons are most commonly used
for material handling operations. Indicator lamps are lit, for example, when conveyors or
motors are running and are extinguished when they are stopped. Pushbuttons are used to
start and stop these devices. For unit operations, it is common practice to use a computer
monitor to display a color cartoon of the process with important process variables depicted
as text, bar graphs, or line graphs. Colors are often used to differentiate various compo-
nents of the process or to communicate the process status. An example of a computer-
displayed HMI for a pasteurization process is shown in Figure 17.26.

Safety monitoring is a special case of automation in which the control system is 
programmed to detect and correct for a safety hazard. Decisions are required when 
sensors detect that a critical condition has developed that would be hazardous to the food
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Figure 17.26 An example of a computer-displayed Human Machine interface (HMI) for a
pasteurization process.



material, equipment, or humans in the vicinity. The purpose of the safety-monitoring system
is to detect the hazard and to take the most appropriate action to remove or reduce it. This
may involve stopping the operation and alerting maintenance personnel to the condition,
or it may involve a more complex set of actions to eliminate the safety problem. The divert
valve logic examined earlier in this chapter is one example of safety monitoring.

It is critical that proper operation of automation and safety monitoring of food manu-
facturing systems require flawless execution of the control system. The probability for
errors and malfunctions occurring increases exponentially with program complexity. This
has prompted the regulatory agencies, such as the Food and Drug Administration (FDA)
and United States Department of Agriculture (USDA), to consider the need for control
system validation as part of process validation for those food processes that are regulated
by U.S. federal law. Control system validation is a set of well-defined methods that, when
followed, provide assurance that the control system behaves in the manner intended.
Control system validation is necessary to assure that all programming is free of syntacti-
cal or logical errors that would result in either a safety hazard or a reduction in 
productivity.

A natural advantage to computer-controlled processes is that process data can be stored
electronically for future analysis and documentation. To preserve the integrity of elec-
tronically stored data, the FDA has promulgated regulations (21CFR11) that govern how
computer generated data is to be handled when used to document FDA regulated processes.
Some of the systems covered by 21CFR11 include computer generated event logs for retort
and aseptically processed foods, computer generated Hazard Analysis and Critical Control
Point (HACCP) records, and computer generated container seam inspection systems for
low-acid canned foods.

17.7 Sensor Fundamentals

The role of sensors is to provide accurate and repeatable measurements of process vari-
ables for indicating, monitoring, recording, and/or controlling specific processes in a pro-
duction environment. The objective of this section is to describe basic concepts that apply
to all sensors, such as accuracy and precision. Also discussed are sensors that are com-
monly used to measure position, temperature, pressure, level and flow in food process
operations.

Electronic sensors are designed such that some given property of the process, such as
temperature, pressure, flow, etc. is ultimately converted into one or more fundamental elec-
trical properties, such as voltage, resistance, capacitance, etc. (Figure 17.27). This con-
version is an example of “transduction,” which is defined as the transfer of information
from one signal-carrying medium to another. The exchange of such information funda-
mentally involves a transfer of mass, energy, or momentum from the process to the sensor
that results in a change of the sensor’s electrical properties.
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Not all sensors are created equal. For any one given sensor technology, there may be
thousands of variations in shape, size, range, accuracy, precision, and sensitivity to accom-
modate the wide variety of manufacturing environments in industry today. Further, all
sensors have limitations with regard to how well they can represent the process variable.
There are many different ways to design a technology that senses product flow, for
example. However, only those technologies that are most commonly found in the food-
manufacturing sector are presented here.

This first part of the section describes the terminology used to characterize sensor lim-
itations with respect to their performance. This is followed by a description of the most
common technologies used to measure the fundamental process properties: position, tem-
perature, pressure, flow, and level.

17.7.1 Range and resolution

Range describes the maximum and minimum values over which an instrument is
designed to operate. Resolution is defined as the minimum change in process variable that
can be detected by an instrument. This has important consequences for process control
because an automation system cannot regulate a process variable more accurately than the
resolution of the sensor.

17.7.2 Accuracy and precision

A sensor must provide a unique relationship between a process variable and electrical
property such that subsequent measurements of the electrical property suitably correlates
to a corresponding value of the process variable. Accuracy is a term used to describe how
well the mean value of a series of measurements matches the true value of the process
variable. Precision and repeatability are interchangeable terms used to describe the statis-
tical variance of a series of measurements about its mean value. The distinction between
these two properties of measurement, under conditions where the process variable is held
constant, is shown in Figure 17.28.
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The solid curve is an indication of the actual or true value of fluid temperature as a
function of time. Figure 17.28a shows the measurement given by an imprecise but accu-
rate instrument. Figure 17.28b illustrates a precise but inaccurate instrument. Figure 17.28c
shows both an accurate and precise instrument.

Accuracy can be defined in many ways. The most common are relative-to-reading (RR)
and relative-to-full-scale (RFS). Sensors that define accuracy by RR will be more accu-
rate over some ranges and less accurate over other ranges. This is typical, for example, in
many (but not all) flow meters whose accuracy tends to degrade at low flow rates. Sensors
that define accuracy by RFS exhibit the same accuracy over their entire operating range.
This is true, for example, for most temperature sensors. However, the accuracy of some
sensors cannot be expressed as a function of their reading or their range. These sensors
are usually supplied from the manufacturer with tables or charts that indicate the device’s
accuracy at selected points over its operating range. Often the manufacturer will also
specify a maximum error that can be expected over the operating range.

“Static” accuracy is the term used when the process variable is constant, as described
above. “Dynamic” accuracy is the term used to describe how well the mean value of a
series of measurements follows the true process variable when the true value is changing.

Dynamic accuracy is defined by the time-constant of the sensor and is dependant not
only on sensor construction but also by factors that influence the rate of mass, energy, or
momentum transfer between the sensor and the process environment.

17.7.3 Sensor dynamics

No sensor can respond instantaneously to a change in process variable. All sensors have
some finite response time. This characteristic is important to consider because the response
time of an automation system cannot be less than the response time of the sensors
employed.
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As an example of sensor dynamics, consider a bare bulb-type glass thermometer at
ambient temperature suddenly immersed into a process stream at a higher temperature.
The liquid within the thermometer will not expand instantaneously. Rather, the energy of
the process will transfer to the glass bulb according to some convective heat transfer rate.
This energy then transfers through the glass according to the conductive heat transfer prop-
erties of the glass. Finally, the energy then transfers into the thermometer fluid according
to some other convective heat transfer rate where upon the thermometer fluid expands as
it heats. Because the difference in temperature between the process stream and the ther-
mometer is the driving force that governs the flow of energy, the greatest energy flow
occurs at the time that the thermometer is initially immersed in the process. The result is
that the temperature of the thermometer fluid changes rapidly at first and then slows down
as its temperature approaches that of the process.

Because the change in temperature difference is proportional to the actual temperature
difference, the response can be characterized as an exponential function of time, that 
is, the difference between the process temperature and that of the thermometer 
fluid decreases exponentially over time. The resulting response is characterized by a “time
constant” and is defined as the time required for the difference in temperature to dimin-
ish by one natural log cycle. When the response is put in terms of percentage change, the
time constant is the time necessary for the response to reach 63.2% of its total change in
value. A typical response curve for a temperature sensor with a time constant is shown in
Figure 17.29.

When used in closed-loop feedback control, the time-constant imposed by sensors add
lag (or time delay) to the overall loop response time. Thus, it is always desirable to min-
imize the time-constants of sensors and other loop components. Sensors with a small time-
constant make it possible for the controller to provide better closed-loop performance.
Sensors with large time-constants will degrade the overall operation of the feedback loop.
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Large and small are relative terms here. A rule of thumb is that the time constant of the
sensors should be about 5–10 times smaller than the time-constant for the process itself.
Therefore, a thermal process in which it takes the temperature 10 minutes to change from
one steady-state to another should use temperature sensors with time-constants around 1
minute or less.

17.7.4 Rangeability and turndown

Rangeability casts the valid operating range of an instrument to a percentage of its
maximum value. For example, a flow meter with a rangeability of 5–100% and designed
for a maximum flow rate of 1,000 gallons per minute (gpm) would be able to measure
flow rates as low as 50gpm. Turndown of an instrument is defined as the ratio of the
maximum of its operating range to the minimum of its operating range. For the flow meter
above, the turndown would be 200 to 1.

17.7.5 Sensitivity/gain

Sensitivity and gain are interchangeable terms defined as the ratio of the change in
output signal to the change in process variable. The greater the change in output for a
given input change, the greater the sensitivity.

17.7.6 Linearity

Linearity is a measure of how constant an instrument’s sensitivity is over its operating
range. In a linear instrument the ratio of change in electrical output over change in process
input is constant for the entire range of the instrument. From a visual perspective, linear-
ity defines how well a line fits a graph of process variables plotted on the abscissa versus
electrical output plotted on the ordinate. Linearity has important consequences for accu-
racy and process control. Assuming linear behavior for a non-linear instrument is analo-
gous to trying to fit a curve with a straight line. The fitted line may be accurate at some
portions of the curve but not over the entire range.

17.7.7 Maintenance

Components wear over time, affecting their individual accuracy, precision, sensi-
tivity, and reliability. As a result, sensors require regular periodic calibration and 
maintenance.
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17.7.8 Specification of sensors

Some of the considerations necessary when specifying sensors include:

(A) What is the range of the process variable?
Generally, the larger the range of a sensor, the lower its resolution and pre-
cision. Sensors should be selected to cover the expected operating range of
the process ±10%

(B) What accuracy, precision, and sensitivity are necessary?
The cost of sensors increases with required accuracy, precision, and sensi-
tivity. Therefore, sensors should be selected whose specifications slightly
exceed the performance objectives of the control system.

(C) Is the sensor linear over the normal operating range?
Linear sensors should be used whenever possible. If it is not possible to
use a linear sensor, then sensors whose non-linearity’s can be character-
ized, should be used. Modern computer technology is capable of using this
characterization to linearize otherwise non-linear sensors for more accurate
control.

(D) What response time is required?
Equipment sizes, utilities, and production constraints will dictate the
required response time for a given process. Those sensors should be chosen
that provide a response time at least ten times faster than for the process
itself.

(E) What reliability is required?
Generally, it is important to select sensors that are robust to harsh manu-
facturing conditions and perform reliably over extended periods of time.
Sensor failures will result in expensive shut-down operations. Some trans-
ducers have multiple (backup) sensing elements to avoid shut-downs due
to failure of the sensor.

(F) What are the hardware, installation, and operating costs involved?
Sophisticated sensors, for example, on-line spectrometers and vision
systems, are expensive to purchase, require special resources for installa-
tion, and require trained personnel to operated and maintain. The benefit
for using such technology must outweigh the costs involved in its 
operation.

(G) What are the sanitary and safety requirements?
Sensors in direct contact with food must not compromise process sanitary
requirements or food safety. For example, glass pH probes are not permit-
ted to be directly in food processing streams owing to the potential for
breakage and subsequent hazardous contamination of the food product 
with glass fragments. Sensors should meet 3A (www.3A.org) or EHEDG
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(European Hygienic Engineering Design Group, www.EHEDG.org) spec-
ifications. Otherwise they could potentially introduce a source for incipi-
ent contamination of the food-processing stream. Typically, stainless steel
sensor bodies are common for food industry applications.

17.7.9 Common sensor technologies

17.7.9.1 Switch inputs

The simplest input devices are discrete, two-position switch inputs. Switches are com-
monly used in automation systems to indicate the presence or absence of a certain condi-
tion. The structure of a switch is designated by poles and throws. These archaic names are
taken from a time in history when a switch consisted of a moveable lever and a station-
ary contact. The switch pole is analogous to the moveable lever. The switch throw is anal-
ogous to the stationary contact.

A single-pole switch has one movable lever and a double-pole switch has two movable
levers (that move in unison), etc. The purpose for the multiple-pole feature is that it allows
a single switch to control multiple circuits simultaneously.

A single-throw switch has only one position in which the pole connects with a station-
ary contact, that is, closes a circuit. In a double-throw switch, the pole can connect with
one of two stationary contacts. In a triple-throw switch, the pole can connect with one of
three stationary contacts, etc. The purpose for multiple throws is to allow switches to take
on more than two discrete states.

Switches are often designated using acronyms that describe the combination of the
number of poles and number of throws used. For example, the switch designations: single-
pole-double-throw and double-pole-single-throw are depicted by the corresponding
acronyms: SPDT and DPST, respectively. Figure 17.30 represents SPDT and DPST
switches.

Momentary contact switches, for example, limit switches and push-button switches, are
a special class of switch that has a normal, un-actuated state. The switch automatically
returns to the normal state when the stimulus that actuated the switch is removed. The des-

ignation “normally open” and “normally closed” are
used to identify the normal, un-actuated position of
the switch. If the switch must be actuated to close
the circuit, it is designated as normally open (NO).
If, on the other hand, it must be actuated to open the
circuit, it is designated as normally closed (NC).
Mechanical momentary switches have built-in
spring mechanisms that retract the switch to some
nominal position when not externally actuated.
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17.7.9.2 Position

Sensing position has wide application in all manufacturing environments. Applications
include sensing the position of a manufactured product along a conveyor belt, the posi-
tion of boxes in a packaging line, and as part of more complex sensors such as the posi-
tion of a bourdon tube inside a pressure gauge. Position sensors are available as discrete
or analog devices. Some of the common position-sensing technologies are listed below:

Device Technology Analog/Discrete

Toggle switch Mechanical switch (Voltage) Discrete
Proximity switch Electromagnetic Induction (Current) Discrete
Photo-cell Optical (Current) Analog/Discrete
Encoder/Programmable Digital Microprocessor Analog/Discrete

Limit Switch
LVDT Inductance (Current) Analog
Radar Electromagnetic Timing Analog
Ultrasonic Acoustic Timing Analog

17.7.9.3 Toggle switch

A mechanical toggle switch is the oldest technology for sensing position. These switches
are simple discrete devices that change state when they come in contact with the process.
For example, these switches are often used to:

• detect individual presence or absence of objects along single-width 
conveyors;

• detect when moving equipment (e.g., a divert valve or door) is in the correct
position;

• convert process variables that are typically considered analog measurements
to discrete measurements.

For example, a flow switch can be constructed using a paddle connected to a toggle
switch. When immersed in a flowing stream, the paddle actuates the toggle switch at some
preset flow rate. In a similar fashion, a temperature switch can be made from a bi-metallic
strip attached to a toggle switch. The bi-metallic strip actuates the toggle switch at some
preset point as the strip expands and contracts with temperature.

Often, arms or rollers are attached to the switch mechanism to enable the switch to
actuate on contact with another object under a designed set of conditions. Mechanical
devices, such as toggle switches, have limited life owing to the fact that the moving parts
they contain wear with use over time. Most switches used in automation are momentary,
double-throw, contact switches. They may be single or multiple pole.
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An example of a limit switch is shown in Figure 17.31. When
an object moves the switch lever, the contacts switch, so the NC
contacts open and the NO contacts close.

17.7.9.4 Proximity switch

A proximity switch is designed to change state when it comes
within a specified range of the object to be sensed. The unique

feature of a proximity switch is that the switch does not require physical contact with the
object. A common type of proximity switch works on the principle of inductance. The
switch has a small coil embedded just under its surface, which is drive by an oscillator
generating a fluctuating magnetic field. When a conductive object passes into the field,
energy is extracted from the field due to eddy currents in the metal. This energy loss
changes the inductance of the coil and the oscillator’s field strength. The sensor’s detec-
tion circuit monitors the oscillator’s strength and triggers an output when the oscillator
becomes reduced to a sufficient level (Figure 17.32).

In another type of proximity switch, an encased, magnetically sensitive switch closes
when in range of a small magnet attached to the target object. Induction switches are
popular because they have little if any moving parts and tend to have long life. One dis-
advantage is that they actuate only in the presence of a metallic object. However, capac-
itive proximity switches can be used to also detect non-metallic objects. Proximity
switches are used in many of the same applications as toggle switches but where direct
contact with an external object is impossible or not necessary. They are most often found
as momentary, double-throw, and may be single or multiple pole.

17.7.9.5 Photocell

A photocell is a non-contact device that uses a light source and light sensitive detector
(photo-eye) placed some distance from each another. Partial or total interruption of the
light path generated by the light source can be detected by measuring the voltage or current
output from the photo-eye. Thus, photocells can be used as discrete or analog devices,
depending on the application. Photocells are commonly used to:

• detect the individual presence or absence of objects passing between two
widely separated points;

• align equipment separated over a wide distance; and
• as part of other sensors.

For example, one manufacturer has embedded a photocell within a pressure gauge. As
the bourdon tube within the gauge expands and contracts with pressure, the tube slides
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and retracts a vane in front of a photo-eye, blocking an amount of light proportional to
the tube’s position. The output of the photo-eye is an electrical signal that is proportional
to the pressure. Another example is a manufacturer that uses a photocell to measure process
fluid turbidity. The light source and photo-eye are mounted directly across a pipe from
each other. The turbidity of the process stream flowing through the pipe is a function of
the amount of light received by the photo-eye from the light source across the pipe. The
output of a discrete photocell is usually made to mimic the action of momentary, double-
throw switch that may be single or multiple pole.

17.7.9.6 Encoder/programmable limit switch

An encoder is an analog device that provides a precise digital representation of posi-
tion measurement. Encoders are normally associated with rotary equipment such as that
found in packaging machines and other material handling devices. Rotary encoders
provide a precise angular position measurement of a rotating shaft. Rotary encoders that
can be programmed to actuate a switch output at precise angular positions are called pro-
grammable limit switches. Other options commonly found on rotary encoders include
change in position over time (angular velocity) and change in velocity over time (angular
acceleration).

17.7.9.7 LVDT

An LVDT (Linear Variable Differential Transformer) is an analog device that provides
precise linear position measurements. When the measurement is provided in digital form,
the result is a linear encoder. An LVDT is made from a coil of fine wire. Within the coil
of wire is a conductive material, such as a metal bar, that is allowed to move freely in 
one direction along the center axis of the coil. The impedance in the coil is directly 

17: Design of Food Process Controls Systems, Morgan and Haley 521

Figure 17.32 Proximity switches.



proportional to the position of the bar within the coil. The position of the central bar can
be determined directly by measuring the coil impedance. Impedance is the resistance to
change in current. An AC signal is used to provide a constantly changing current. When
the corresponding voltage across the coil is measured, it is found that the oscillating
voltage cycle lags behind the oscillating current cycle. The amount of this time lag is called
the phase shift and is proportional to the coil inductance. Thus, the position of the metal
bar within the coil can be determined by measuring the inductance change created by the
presence of the metal bar.

17.7.9.8 RADAR

RADAR is an acronym for Radio Detection And Ranging. Radar position detectors
operate in a similar fashion to those devices used by law enforcement officials to monitor
the speed of automobiles. The principle is that the round trip time for a pulsed radio wave
to be transmitted and then reflected from a target back to its source, is proportional to the
distance between the source and the target. Low power RADAR applications include level
measurement applications of bulk slurries, solid powders, or particulates, and even
foaming liquids.

17.7.9.9 Ultrasonic

Ultrasonic position detectors operate using a similar principle to radar detectors 
except that high frequency sound waves are used instead of electromagnetic radio waves.
Ultrasonic position detection is used primarily for close range applications owing to the
attenuation of ultrasonic sound with certain materials and over long distances. The prin-
ciple used is that the round trip time for a sound wave to be reflected from a target back
to its source is proportional to the distance between the source and the target. Ultrasonic
position applications include level measurement applications of some bulk slurries and
solids.

17.7.9.10 Temperature

The science of temperature measurement, or pyrometry, is one of the oldest technolo-
gies in the process industries. Temperature is certainly one of the most common process
variables measured in the food industry. The most commonly used technologies to sense
temperature are shown in the following table:
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Device Technology Output Analog/Discrete

Bimetallic Strip Thermal Expansion Mechanical Discrete
Thermo-electric

Thermocouple (TC) effect (Seeback Effect) Voltage (mV) Analog
Resistance

Resistance
Temperature Device (RTD) Thermal Expansion Analog

Thermal
Thermistor Resistance Analog

Resistor
Voltage/

Integrated Circuits Digital Analog
Current
Voltage/

Infrared Electromagnetic Analog
Current

Temperature is a measure of the mean kinetic energy in a material. Common units for
temperature include Kelvin (K), Celsius (°C), Fahrenheit (°F) and Rankin (R).

17.7.9.11 Bi-metallic strip

The bi-metallic strip is one of the oldest mechanical methods used to sense temperature
for use in automation systems. It is still commonly found in inexpensive household ther-
mostats. The bi-metallic strip is a small, long rectangular sandwich composed of two
metals with different thermal expansion coefficients. As the environmental temperature
changes, each metal in the strip expands or contracts at a different rate, causing the strip
to coil inward or outward. A momentary switch connected to the strip provides a discrete
signal when the temperature exceeds a given threshold. Most temperature switches that
contain bi-metallic strips have a facility to manually adjust the temperature threshold at
which the switch actuates. Another name for bi-metallic temperature switches are snap-
action switches.

17.7.9.12 Thermocouples

In 1821, Thomas Seeback discovered that when two wires of dissimilar metals are joined
and the junction is heated, an electric potential (thermoelectric voltage) forms that is pro-
portional to the increase in junction temperature (Figure 17.33). All dissimilar metals
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exhibit this effect. However, the function that relates temperature to voltage is different
for different metals.

The thermoelectric voltage cannot be measured directly using a voltmeter because in
connecting a voltmeter to the thermocouple, another new thermoelectric circuit is created
at the voltmeter junction point (Figure 17.34). This new junction will create its own ther-
moelectric voltage depending on the temperature at the junction. The resulting voltage will
be the difference between the heated junction and the voltmeter junction. Thus, measure-
ments made at different ambient temperatures will give different results.

One way to solve this problem is to place the junction connection, of the voltmeter with
the thermocouple, into an ice bath (Figure 17.35).

By adding the voltage of the ice point reference junction, the primary thermocouple
reading has been referenced to 0°C. Electronic compensation circuits are now used that
eliminate the need for an actual ice bath. These methods use another technology to measure
the voltmeter junction temperature and electronically adjust the measured volts to com-
pensate accordingly.

The voltage created by thermocouples is extremely small and is in the order of milli-
volts. Consequently, such small voltage signals are subject to electrical disturbances and
signal degradation. It is important to use shielded cable for transporting thermocouple

signals in a manufacturing environment and
to keep the signal path to the data measure-
ment device as short as possible. Over small
temperature changes, the millivolt signal
generated by thermocouples is linear with
respect to temperature. The degree of lin-
earity, or lack thereof, is highly dependant
on the type of thermocouple wire used. For
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Figure 17.33 Thermoelectric voltage produced
by heating the junction of two dissimilar metals.

Figure 17.34 Thermocouple connected to voltmeter; the voltmeter junction also creates
thermoelectric voltage depending on temperature.



most thermocouples, the signal starts to become non-linear over ranges >100°C. Thus, it
is imperative to use suitable signal conditioning equipment that incorporate the proper 
linearization for the type of thermocouple used.

17.7.9.13 Resistance temperature device (RTD)

The same year that Seeback made his discovery about the thermoelectric effect, Sir
Humphrey Davy found that the conductivity of metals was related to their temperature. In
1871, Sir William Siemens suggested using platinum as the component for a thermome-
ter based on electrical resistance. Platinum is still the metal of choice in all high-accuracy
resistance thermometers. In 1932, C. H. Meyers proposed the now classical design for
RTD construction. He wound a helical coil of platinum on a crossed mica web and
mounted the assembly inside a glass tube. In modern RTD construction, a platinum or
platinum-glass slurry film is deposited on to a small flat ceramic substrate, etched with a
laser-trimming system and sealed. This “metal film” RTD can be readily manufactured at
high speeds. The small size of the RTD element enables the finished RTD to respond
quickly to temperature changes.

The principle behind the metal RTDs is that as the metal expands with temperature, the
electrical current path increases and accordingly the resistance as well. One disadvantage
to metal film RTD elements is that they can be subject to thermal shock damage. This is
due to the difference in expansion coefficient between the platinum and the substrate. Upon
rapid heating or cooling, the film and substrate expand or contract at different rates and
cause stress cracks in the element leading to failure. However, recent advances in modern
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materials engineering has led to the use of materials that are more robust to temperature
stress and subsequently less stress induced failures.

RTDs that use long lead runs are subject to errors induced by wire resistance. Both 3-
wire and 4-wire RTD configurations are available to reduce errors caused by lead wires.
These additional leads allow the measurement system to measure the lead resistance as
well as the sensor resistance and compensate accordingly.

Unlike thermocouples, the RTD is not self-powered. To determine the resistance of the
RTD, a small but constant electrical current is placed on the lead wires and the resulting
voltage drop is used to calculate the resistance. According to Joule’s law, this current, no
matter how small, causes the RTD to dissipate heat, potentially changing the temperature
of the microenvironment at the RTD element. This self-heating effect can lead to meas-
urement errors depending on the thermal medium, the current applied, and the style 
of RTD.

The linearity of RTDs depends on how constant the coefficient of thermal expansion is
for the base metal at different temperatures. The thermal expansion of platinum, and con-
sequently its change in thermal resistance with temperature, is nearly constant.

RTDs are designated by their nominal resistance at 0°C. Thus, a 100Ω RTD is 
one that measures 100Ω when immersed in a medium that has a temperature of 0°C. 
The thermal constant of RTDs is given by the constant α (resistivity) and is defined 
as the change in resistance per °C. For platinum RTDs, for example, a resistivity of 
0.00392 means that the resistance increases by 0.00392Ω for every °C increase in 
temperature.

17.7.9.14 Thermistor

Thermistors are primarily composed of semiconductor materials whose resistance
decreases as their temperature increases (negative temperature coefficient) although some
thermistors exhibit a positive temperature coefficient. Thus, as with the RTD, the ther-
mistor is a temperature sensitive resistor. The resistance of a thermistor as a non-linear
function of temperature and special signal processing techniques are required to improve
the linearity of the device. Thermistors typically operate over a narrower range than ther-
mocouples or RTDs. Thermistors are often found in instruments that require an inexpen-
sive measurement of ambient temperature.

17.7.9.15 Integrated Circuits

A recent innovation in pyrometry is the development of an integrated circuit tem-
perature transducer. These devices can supply either an output voltage or current that 
is linearly proportional to absolute temperature. However, these devices are subject 
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to self-heating, are fragile, and operate under a limited range of temperatures. They are
commonly used in electronic zero reference circuits for thermocouples.

17.7.9.16 Infrared radiation

Heat is transmitted as electromagnetic radiation in the infrared spectrum. All objects
emit such radiation and sensors are available that can detect such radiation and estimate
the temperature of the source. Often, such devices use infrared detection to estimate the
surface temperatures without the need for direct contact. The amount of infrared radiation
emitted at each temperature is affected by the emissivity of the material. The precision 
of these devices is limited and they are subject to thermal noise from the surrounding 
environment.

17.7.9.17 Pressure

Pressure is defined as force per unit area; some common units are pounds per square
inch gauge (psig), pounds per square inch absolute (psia) inches of water, inches of
mercury, atmospheres, bars, and torrs.

Almost all pressure measurement technologies use a diaphragm that flexes due to dif-
ferential pressure across the diaphragm. The degree to which the diaphragm flexes or dis-
tends is a function of the process pressure relative to the reference pressure on the other
side of the diaphragm (Figure 17.36). In this sense, all pressure measurements that use a
diaphragm are differential pressure measurements. It is the reference pressure that differ-
entiates the various types of pressure measurements. Pressure is always measured against
one of three common references.

(1) If the reference is a vacuum, the measured pressure is called absolute pres-
sure.

(2) If the reference is local ambient or atmospheric pressure, the measured
pressure is called gauge pressure.

(3) If the reference is supplied from another point in the process, the measured
pressure is called differential pressure.

Pressure sensors used for direct contact with food usually require the use of remote seals
that isolate the food material in the process from contaminating the diaphragm and asso-
ciated electronics. Flow-through isolators consist of a thin, cylindrical corrugated stain-
less steel tube laser welded inside a machined pipe section. The void between the two
concentric pieces and the capillary to the pressure diaphragm and electronics are filled
with a food grade incompressible liquid (Figure 17.37). The thin-wall isolators are
designed so that there are no dead ends or dead volume in the fluid’s path.
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Figure 17.36 Almost all pressure measurement technologies use a diaphragm that flexes due to
differential pressure across the diaphragm.

Figure 17.37 Pressure sensors used for direct contact with food usually require the use of
remote seals that isolate the food material in the process from contaminating the diaphragm and
associated electronics.



The technologies discussed below are differentiated by how the distention of the
diaphragm is measured.

17.7.9.17.1 Resistive

Pressure transducers generally contain a pressure sensitive diaphragm with a strain
gauge bonded to it. As the diaphragm flexes in response to a pressure differential, stress
is placed on the strain gauge element. Strain gauge elements are either piezo-resistive or
thin metal foil. When these elements stretch, they expand and their resistance increases.
A typical sensing element of a pressure transmitter is comprised of four nearly identical
piezo-resistors buried in the surface of a thin circular silicon diaphragm. Any pressure
causes the thin diaphragm to bend, inducing a stress or strain in the diaphragm and also
in the buried resistor. The resistor values will change depending on the amount of strain
they undergo, which in turn depends on the amount of pressure applied to the diaphragm.
These four strain gages are connected into a Wheatstone bridge circuit to yield an elec-
trical signal proportional to the strain. Hence, a change in pressure (mechanical input) is
converted to a change in resistance (electrical output). The sensing element converts (trans-
duces) energy from one form to another. The transmitter’s housing contains the strain gage
sensor as well as a signal conditioner, a signal port, and an electrical connector.

17.7.9.17.2 Capacitance

Placing a dielectric material between two conductive plates forms a capacitor. This prop-
erty can be used to sense pressure. When a flexible diaphragm is placed between two elec-
trode plates, and the diaphragm and plates flex in response to pressure across the
diaphragm, the capacitance between the plates change.

17.7.9.17.3 Thin film

This is a strain gage formed by vapor deposition of a metal on to an oxide-coated
diaphragm. In newer technologies, the diaphragm is made from ceramic materials.

17.7.9.17.4 LVDT

An LVDT in contact with a pressure sensor diaphragm translates the diaphragm motion
to linear motion and is able to detect small displacements of the diaphragm as it flexes
under pressure. The linear motion is then expressed as a function of process pressure.
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17.7.9.17.5 Fiber optic

An optical fiber is used to transmit light to and from the diaphragm. As the diaphragm
flexes, the properties of the reflected light changes and can be correlated to diaphragm dis-
tention and process pressure.

17.7.9.18 Level

Level measurement plays an extremely important role in food process automation. 
In the food industry, level measurements are used to determine bulk quantities of 
stored solids or liquids. Level measurement may be divided into two categories, point 
level measurement and analog level measurement. Point level sensors are discrete 
devices used to indicate the presence or absence of a liquid or solid at some point, usually
within a storage tank. Generally, discrete level sensors are used as a high or low 
point alarm, to alert the existence of over or under-fill conditions. Discrete point 
level sensors include float-switch, conductivity/capacitive probes, contact ultrasound, and
tuning forks.

Analog level sensors measure the fluid level over a continuous range. These sensors
provide an electronic signal that directly correlates to the level within the storage vessel.
The most common analog level measurement technologies include reflectance methods
(ultra-sonic, RADAR and time-domain reflectometry (TDR)), capacitance, weight, and
differential pressure.

Each of three level sensing methods are briefly described below.

17.7.9.19 Discrete level measurements methods

Discrete, point level measurements are required in vessels or pipes to automatically
operate pumps, valves and/or audible or visual high or low alarms. Two units can be used
to control tank filling (or emptying) or metering of a specific volume of liquid. Point level
sensors must perform satisfactorily in most liquids, and be unaffected by coatings, cling-
ing droplets, foam, or vapor. Liquid food products that are foamy, highly aerated, or highly
viscous and can cling to the sensor, may present operating difficulties.

17.7.9.19.1 Float switch

The basic float switch is a mechanical, discrete level sensor. A magnet equipped float
moves directly with the liquid surface and actuates a hermetically sealed switch within the
stem. Because of poor cleanability, float switches are not intended for direct contact with
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liquid foods. The switch incorporated in a float switch is a hermetically sealed and mag-
netically actuated.

17.7.9.19.2 Conductivity/capacitance probes

For vessels constructed of electrically conductive materials, the two conductive parts of
the probe consist of a rod and the vessel wall. For nonconductive vessels, the probe
requires another conductive plate somewhere inside and along the vessel or the rod may
be mounted inside a conductive tube. For a non-conductive fluid vessel, special systems
using either dual probes or an external conducting strip may be required.

Sensors based on conductivity require the fluid to be conductive (e.g., aqueous solu-
tions) so that when the fluid bridges the gap between the rod and vessel wall, the fluid
closes a circuit, allowing current to flow.

Sensors based on capacitance do not require the fluid to be conductive. With these types
of sensors, the conductive parts of the probe form the two plates of a capacitor, with the
liquid medium and air serving as the dielectric. The operating principle is based on the
fact that the capacitance between the two plates of the probe changes when the fluid con-
tacts the two conductive surfaces.

In most cases, the probe is installed on top of the tank with the probe vertical. The actu-
ation point is then the tip of the probe. The length of the probe must therefore be chosen
according to the position of the desired switch point. As soon as the tip of the probe con-
tacts the process material, a conductive/capacitance change is sensed and registers that the
level point has been reached. Many probes used in this kind of application are partially
insulated versions, since this increases their tip sensitivity. Capacitance probes are
designed to tolerate a fair amount of probe fouling from the presence of material build-
up on the conductive parts, so long as the material does not bridge conductive plates.

17.7.9.19.3 Contact ultrasonic

The contact ultrasonic liquid level switch detects the level of liquids, at a point, by
means of a low energy ultrasonic technique. The sensor contains a 1/2 inch gap across which
an inaudible, high frequency ultrasonic signal is generated. The presence of liquid in the
gap allows the ultrasonic signal to easily travel across the gap. A microphone pick-up actu-
ates a switch when ultrasound is present. The actuation point is approximately midway in
the gap for horizontally mounted sensors, and is at the top face of the gap for vertically
mounted sensors. As the liquid falls below this level, the ultrasonic signal is attenuated
and the switch returns to its normal state.

This type of level switch can be used in vessels or pipes to automatically operate pumps,
valves and/or audible or visual alarms. Two units can be used to control tank filling (or
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emptying), or metering of a specific volume of
liquid. The switch will perform satisfactorily
in most liquids, and is unaffected by coatings,
clinging droplets, foam, or vapor. Foamy
liquids, which are highly aerated, or so highly
viscous as to cling in the sensor gap, may
present operating difficulties.

17.7.9.19.4 Tuning fork

The tuning fork level sensor is constructed
with a pair of paddles that oscillate at a spec-
ified natural frequency. If the paddles make
contact with a fluid or solid of significant bulk,
the oscillation frequency, or amplitude, is

attenuated. These sensors are available with a sensitivity adjustment to allow the device
to be tuned for fluids of different viscosities. A typical tuning fork level sensor is pictured
in Figure 17.38.

17.7.9.20 Analog level measurement methods

17.7.9.20.1 Reflective methods

All reflective methods are based on the generation of an energy pulse that is transmit-
ted toward the process material at a constant, known speed. The process material reflects
the energy pulse back to the sensor and the time of flight between the moment the pulse
was generated until the moment the echo was received, which can be used to calculate the
distance, or level of the process material in the tank.

All reflective methods must cope with spurious echoes caused by:

• permanent fixtures in the tank or features other than the process material;
• secondary and higher-order echoes;
• irregular surface features in the process material, for example, surface waves

and vortices (in fluids), and irregular filling patterns (in solids).

To remove the effects of noise, the calculations are averaged over a period of several
pulses.
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Figure 17.38 A typical tuning fork level
sensor.



17.7.9.20.2 Non-contact ultrasonic

A non-contact ultrasonic (>20KHz) level sensor is similar to that used to determine
position. The sensor is usually located at the top of a storage tank and the distance between
the permanently mounted sensor and the surface of the liquid or solid is measured and
translated into level. The sensor generates a series of acoustic pulses that are transmitted
to the product surface, returned as an echo and detected by a microphone pick-up within
the sensor. Owing to the fact that the speed of sound in air is constant, the distance to the
surface is determined by measuring the interval of time between when the pulse was gen-
erated and when the echo returned. The calculation is averaged over a period of several
pulses to remove noise due to the effects of surface waves from any turbulence or agita-
tion in the tank.

17.7.9.20.3 RADAR

The RADAR level sensor is a subset of the RADAR technology used to determine posi-
tion or distance. The sensor is located at the top of a storage tank and the distance between
the permanently mounted sensor and the surface of the liquid or solid measured and trans-
lated into level. The sensor generates a series of electromagnetic pulses in the radio fre-
quency spectrum are transmitted to the surface of the process material, returned as an echo,

and detected by an antennae within the sensor.

17.7.9.20.4 Time domain reflectometry (TDR)

TDR transmits microwave pulses of low power along
a braided steel cable that hangs within a tank (Figure
17.39). Any material in contact with the cable will reflect
the microwave pulse back to the source. A massive
weight at the end of the cable reflects the remaining
microwave energy and acts as a reference point. The
dielectric constant of the process material will affect the
strength of the echo as does temperature, pressure, and
the presence of foam.

17.7.9.20.5 Capacitance

As with the ultrasonic sensor, this technology of level
measurement may be used for either discrete or analog
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level measurement. For vessels constructed of electrically conductive materials, the two
conductive parts of the probe consist of a rod and the vessel wall. For non-conductive
vessels, the probe requires another conductive plate somewhere inside and along the vessel
or the rod may be mounted inside a conductive tube. These conductive parts of the probe
form the two plates of a capacitor, with the liquid medium and air serving as the dielec-
tric. Probe fouling from the presence of material build-up on the conductive parts does
not affect the operation of the probe as long as the material does not bridge the gap.

The sensing probe may be constructed from different materials, with either a rigid or a
flexible design. The most common design is a conducting wire insulated with Teflon. A
stainless steel probe is also available for applications where greater probe sensitivity is
necessary. For example, low dielectric or non-conductive fluids (dielectric constant under
4) or granular fluids require the stainless steel probe. The flexible probes are used when
there is not enough overhead clearance for the rigid probe, or in applications requiring the
longer length. The rigid probe provides higher stability, especially in turbulent systems. If
the probe sways to and from the vessel wall, the signal from the probe may fluctuate.

17.7.9.20.6 Weight

A direct method to detect level is simply to measure the weight of a vessel on an 
electronic scale or load cells (Figure 17.40). Using load cells, the vessel weight can 
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Load cells on tank

Figure 17.40 Load cells measure the weight of the vessel.



be determined and if the substance has a constant density then the change in weight 
can be converted into product level. Load cells are only practical for small or inter-
mediate sized storage tanks. Large tank weights reduce the sensitivity of the level 
measurement.

17.7.9.20.7 Differential pressure

A differential pressure sensor can be used to measure the level of a liquid in a pressur-
ized vessel (Figure 17.41). The output of the sensor depends only upon level and not upon
the static pressure in the vessel. This is an example of a pressure-type level device. A dif-
ferential pressure sensor also is another means of determining the weight. As the quantity,
or level, of the substance in the tank changes, so does the differential pressure, regardless
of the overriding pressure or vacuum in the tank.

17.7.9.21 Flow

The rate of material flow through the process is an important measurement in many
food processing applications. Similarly, the total amount of a food ingredient or product
that has been delivered to, or from, a process over time is important for recipe manage-
ment and inventory control. This information is provided by using flow sensors or flow
meters. There are several technologies used to measure either average flow velocity, which
is related to volumetric flow rate, or true mass flow rate. The table below lists some of the
types of flow meters used in the food industry:
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Type of Flow Meter Measurement Applications

Paddle meter Flow velocity Water usage
Vortex shedding Flow velocity Steam usage
Ultrasonic Flow velocity Liquid with Particulates
Differential pressure Flow velocity Water flow rates
Magnetic Flow velocity Most products w/some conductivity
Coriolis Mass flow De-aerated liquids

17.7.9.21.1 Magnetic flow meter (commonly called a “Mag” meter)

The magnetic flow meter (Figure 17.42), is based on Faraday’s law of electromagnetic
induction. This law states that a conducting material passing through (i.e., perpendicular
to) a magnetic field produces a voltage proportional to the velocity of the moving con-
ductor. The liquid moving through the sensor acts as the conductor and the magnetic field
is created by coils near the flow tube.

For food products, the advantages of the magnetic flow meter include an obstruction-
free flow path, no significant pressure drop, and suitability for clean-in-place operations.
Its limitation is the need for the liquid to be electrically conductive. For this reason, it does
not work for fats and oils.

17.7.9.21.2 Vortex shedding flow meter

The vortex shedding flow meter (Figure 17.43) uses a blunt object in the flow path to
generate vortices. The rate of production of vortices is proportional to the flow velocity
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and volumetric flow rate. As these vortices travel through the meter, they create alternat-
ing low and high pressure areas. The sensing elements within the blunt body measure these
pressure fluctuations. These flow meters can be used for liquids or gases. Their disadvan-
tages are that the blunt body creates an obstruction in the flow path, wearing of the object
can cause calibration shifts, and they are limited by a minimum flow rate under which
flow is undetectable. In order to generate vortices, the flow must be turbulent.

Vortex shedding flow meters are best for clean, low viscosity fluids. Particulates in the
fluid will build up on the blunt body. The most common applications are to measure flow
rate of utilities such as steam, air, and water.

17.7.9.21.3 Coriolis mass flow meter

In order to determine mass flow rate, we can
measure two parameters, volume flow rate and
density. This leads to an inferential measure-
ment. An alternative approach is to measure
mass flow directly, that is, a direct mass meas-
urement that is independent of the properties
and state of the fluid. The Coriolis-type flow
meter (Figure 17.44) provides a direct mass
flow measurement. As fluid flows around a
bent tube, a force is created that is tangent to
the direction of flow. This force is called the
Coriolis force and causes the ends of an oscil-
lating U-tube to vibrate out-of-phase. The
phase shift is proportional to the mass flow
rate. Current designs of Coriolis mass flow
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Figure 17.43 Typical Vortex Shedding
Flowmeter.

Figure 17.44 The Coriolis-type flow meter.



meters now use a pair of nearly straight tubes. The phase shift between these vibrating
tubes is related to mass flow rate. Coriolis flow meters are in general very accurate, better
than +/−0.1% with a turndown rate more than 100 :1. The Coriolis meter can also be used
to measure the fluids density.

17.7.9.21.4 Ultrasonic

Ultrasonic flow meters (Figure 17.45) are a good choice to measure flow through exist-
ing pipes. These flow meters can be applied to the outside of the pipe and do not need to
be directly inserted into the flow stream. One principle behind this technology is that the
amount of time it takes for ultrasonic waves to traverse a section of pipe and return is pro-
portional to the flow rate. As the fluid moves through the pipe, the sound waves are
deflected increasing their transit time. This information can then be related to the veloc-
ity of the fluid. Another type of ultrasonic flow meter uses Doppler principles to measure
the amount of shift in the frequency of a sound wave as it is reflected by particles in the
fluid stream. This information can then be related to the velocity of the fluid. The Doppler-
type ultrasonic flow meters require some sort of particles to be present in the flow stream.
Small air bubbles in a liquid stream also serve the same purpose as particles.

17.7.9.21.5 Differential pressure

In an orifice meter, there are two basic elements, the orifice plate and the differential
pressure transmitter (Figure 17.46). The orifice plate itself is a thin plate with a hole bored
in it and this plate acts as a restriction to the flow of fluid through the pipe.
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Figure 17.45 Ultrasonic Flowmeter.



As the fluid flows along the pipe and passes through the orifice plate, its velocity must
increase because the cross-sectional flow area is decreased. The energy necessary to
increase the fluid velocity causes a pressure drop downstream of the restriction. By meas-
uring the pressure drop with a differential pressure transmitter, the volumetric flow rate of
the fluid can be inferred. The flow rate is proportional to the square root of the output from
the differential pressure transmitter.

The orifice meter is inexpensive, widely accepted, and readily available. It has a low
turndown ratio, produces a large pressure drop, and its accuracy is affected by plate wear,
fluid density, and viscosity. However, it is not applicable to measuring the flow of liquid
food materials because of fowling, sanitation concerns, and the difficulty in cleaning the
orifice using CIP procedures.

Both the flow nozzle and the venturi tube work on the same principle, that is, the restric-
tion shape and flow pattern are different. As a fluid passes through an orifice, there is a
pressure drop that relates to the square of the flow rate. This effect is illustrated by the
well-known Bernoulli equation:

where ∆p is the differential pressure, ρ. is the fluid density and v is the flow velocity.
The Bernoulli equation can be rearranged to obtain flow velocity as follows:

where C is an orifice flow coefficient.

17.7.10 Transmitters and transducers

A transmitter is a device that converts one electrical signal into another. A transducer
is a device that converts one type of signal into another form of signal. For example, a
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Figure 17.46 An orifice meter.



pressure sensor is a transducer because it converts a pneumatic signal into an electrical
signal. Most of the sensors described earlier can be considered transducers.

17.7.10.1 Sensor transmitters

Suppose it is necessary to transmit “information” regarding the measurement of a
process variable a considerable distance from the factory floor to another location. How
might this be accomplished? One method is to convert the electronic signal provided 
by the sensor (e.g., mV, ohms resistance, capacitance, etc.) to a standard electrical voltage
or current. Take a thermocouple, example. Thermocouples produce low millivolt 
(thousandth of a volt) signals corresponding to the temperature at the thermocouple 
junction. These low voltage signals do not have enough energy to travel through much
more than 10 to 20 feet of cable before incurring signal loss due to the resistance in the
wire. Even the best conductors have sufficient resistance to restrict the flow of small 
currents at low voltages. Thus, it is necessary to amplify such low voltage sensor signals
and convert them to appropriate levels suitable for transmission over reasonable lengths
of wire.

In addition, because the signal strength is so small, any electrical noise that is induced
into the sensor output wires from adjacent electromagnetic fields (e.g., motors, fluorescent
light transformers) is significant and decreases the signal-to-noise ratio. It is extremely dif-
ficult to interpret the low voltage signals against high background electrical noise.

Sensor transmitters are signal amplifiers that convert a sensor’s output to a signal level
appropriate for input to a display panel or controller. There are two kinds of sensor trans-
mitters, analog and digital. Analog transmitters are currently the most popular. However,
the use of digital transmitters is growing rapidly and is replacing analog transmitters in
many applications.

For analog transmitters, the automation and process control industry has standardized
on 4–20mA current loop for signal transmission.

This standardization of transmission signals allows equipment from different manufac-
turers to communicate with each other. Sensor transmitters take the low voltage output
from a sensor and convert it to a 4–20mA current output that is linearly proportional to
the measured variable. Transmitters are usually designed to be direct acting. That is, the
output signal increases as the measured variable increases. In addition, most transmitters
have adjustable ranges. For example, a temperature transmitter can be adjusted so that the
4–20mA signal corresponds to any range of temperature, such as 50–150°C, 0–300°C, or
−100–500°C. To do this, the transmitter is actually converting the sensor output signal to
a 4–20mA signal for an RTD sensor and transmitter (Figure 17.47).

Take for example, a temperature transmitter for an RTD sensor. The transmitter meas-
ures the change in resistance for the platinum wire element of the RTD and provides a
4–20mA output signal that is proportional to a user-specified temperature range, say
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20–300°C. A block diagram of this example sensor/transmitter combination is illustrated
in Figure 17.48.

Even if the output of the RTD is non-linear with respect to the measured temperature,
the transmitter linearizes the signal as well as amplifies it. Thus, the output of the trans-
mitter is a linear function of the measured variable and fits the equation y = mx + b, where
y is the transmitter output (mA), x is the measured variable, and b is the offset.

Because sensors vary in accuracy and change properties over time, transmitters permit
the adjustment of the slope m and offset b, so that the sensor/transmitter combination can
be calibrated to a known standard. In our RTD example, the sensor may be slightly inac-
curate. When placed in an ice bath, the current output may measure 3.050mA (it should
measure 4.000mA) and when placed in a boiling water bath the current output may
measure 9.005mA (it should measure 8.57mA). However, the error can be corrected by
adjusting the slope m and offset b until the measured mA output at the two temperatures
agree with the correct mA output.

The gain of the transmitter equals the slope m and the bias of the transmitter equals the
offset b. The span adjustment of a transmitter modifies the gain or slope m and the zero
adjustment of a transmitter modifies the bias or offset b. Using the above example, that
is, 20–300°C of temperature corresponding to 4–20mA of current output from the trans-
mitter, the equation for converting temperature (x) to mA (y) using the span and zero
values is

This equation is also illustrated in the
Figure 17.49.

Digital transmitters provide a digital
electronic representation of the measured
variable rather than an analog electronic
representation. To do this, digital transmit-
ters contain microprocessors that encode
the information in a binary, digital format
suitable for transmission over a digital
network protocol. Digital transmitter 
networks have similar advantages to 
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Figure 17.47 Converting the output signal to a
mA signal for an RTD sensor and transmitter.

Figure 17.48 Block diagram of example sensor/transmitter combination.



computer networks by providing more accurate data transmission in error checking and
diagnostics.

Some of the popular digital bus networks for sensors include:

• Foundation Fieldbus (United States and Asia primarily)
• Ethernet with TCP/IP
• Highway Addressable Remote Transmitter (HART)
• RS-232 Serial
• Profibus (Europe primarily)
• DeviceNet
• Modbus

Another advantage offered by digital bus-type transmitters is that a group of sensors
can all be connected (multi-dropped) to the same network cable thus reducing wiring costs.
In addition, because the signal is digital, the information can be transmitted in both direc-
tions and can contain more than just the measured variable. Calibration factors, date of
calibration, and diagnostic information can also be transmitted over the digital bus network
between the transmitter and the computer controller. With strictly analog transmitters, only
the measured variable is available to be transmitted to the computer controller. Because
of the additional information and microprocessor power in digital transmitters, a sensor
with a digital transmitter pair is often called a “smart sensor.”
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17.7.10.2 Smart sensors

“Smart sensors” refers to those sensors that are connected to digital transmitters that are
controlled by a microprocessor. The signal sensed by the measuring device is brought into
the transmitter and is immediately converted into a digital signal; all internal signal con-
ditioning and processing are done digitally. Tremendous gains are made in accuracy, lin-
earity, and versatility. The output of the smart transmitter in digital format will always
conform to some designated or specified electrical standard for current or voltage.

One popular digital bus protocol listed above is HART, which stands for Highway
Addressable Remote Transmitter. HART is a hybrid protocol that shares characteristics of
both analog and digital signal transmissions. In a typical HART sensor, the measured vari-
able is transmitted using the standard 4–20mA analog signal. However, a digital signal is
superimposed over the 4–20mA analog signal to transmit diagnostic and calibration infor-
mation. HART was designed to maintain compatibility with use of analog-only signal
transmitters, while taking advantage of “smart” transmitters in the same system.

17.8 Actuators

17.8.1 Motors

Motors convert electrical energy into mechanical energy and are used to power mixers,
pumps, grinders, mills, valves, etc. Two types of motors are commonly used in process-
ing systems, alternating current (AC) and direct current (DC) motors. AC motors are com-
monly used for discrete control systems by using a motor starter to turn on and off the
motor. In continuous control systems, both AC and DC motors are used to vary the speed
of mechanical systems or pumps. A DC motor’s speed varies simply by changing the
voltage sent to the motor.

In the United States, AC electricity cycles at a very accurate frequency of 60Hz or 60
cycles per second. This means that the current changes direction of flow 120 times per
second. An AC motor connected to 60Hz electrical current will rotate at a nearly constant
speed. The most common rated speeds are 1,725 or 3,500 RPM under full load. Most AC
motors used in the food industry are considered three phase-type motors. A three phase
motor simply uses three AC wires whose currents are “out of phase” to power the motor.

When a three phase, AC motor is used to drive a pump, either a mechanical transmis-
sion system can be used to vary the speed of the pump or a variable frequency drive (VFD)
can be used to vary the speed of the AC motor connected to the pump. The variable fre-
quency drive electronically changes the frequency of the electrical input to the motor in
order to change its speed. A VFD can be thought of as a transmitter when it receives a
4–20mA signal from a controller and converts it into a range of frequencies that adjust
the motor speed from 0 to 110% of its rated speed.
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17.8.2 Pumps

Pumps are mechanical devices used to move fluids through a system. They consist of
a motor to provide the mechanical energy and an impeller to generate fluid movement.
Pumps come in primarily two types, positive displacement (PD) and centrifugal (CF).

PD pumps deliver a relatively constant flow rate despite line restrictions or pressure
changes in the line. The higher the line restriction, the higher the pressure developed at
the outlet of the pump. PD pumps are for applications that require minimal to no back-
ward flow. In the food industry they are used for pasteurization and aseptic processing
where positive flow rate is mandatory. If the line is completely restricted, PD pumps will
create high pressures and cause the motor to overload. Typical designs of PD pumps
include piston, diaphragm, progressive cavity, gear, lobe, and peristaltic pumps.

In contrast to PD pumps, CF pumps deliver fairly constant pressure over a range of flow
rates. If the line is completely restricted, centrifugal pumps will continue to run without
damage, although there will be no forward flow. Differences in the pressure versus flow
curves for each type of pump are shown in Figure 17.50.

17.8.3 Control valves

Control valves are a primary method for regulating the flow of material and energy into
and out of a process. Valves are classified as:

• linear stem control valves;
• rotary control valves: and
• ball control valves.
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17.8.3.1 Linear stem control valves

In linear stem control valves, the valve plug is positioned by a stem that slides through
a packing gland. Linear stem motion control valves may be single seated, double seated,
gate valves, etc.

Linear stem motion control valves have many different body styles, the most common
being in the form of a globe. Single-seated valves are commonly employed for situations
in which tight shut-off is required or in sizes of one inch or smaller. Double-seated valves
generally have leakage through the valve that is somewhat greater than in single-seated
valves because it is virtually impossible to close the two ports simultaneously, especially
when thermal expansion and other factors are considered. However, the advantage of
double-seated bodies is that the hydrostatic effect of the fluid pressure acting on each of
the two seats will tend to cancel out and much less actuator force is necessary to move
the valve. Linear stem motion valves are also used in three-way valve bodies where the
control valve may be used to divert a stream or to combine streams.

17.8.3.2 Rotary control valves

Rotary shaft control valves enjoy the advantages of low weight, simplicity of design,
relatively high flow rates, more reliable and friction-free packing, and relatively low initial
cost. They are not usually found in sizes under 1 inch.

The most common rotary shaft control valve is the butterfly valve. Butterfly valves 
are range in size from 2 inches through 36 inches, or larger. They are often used in 
applications involving large flows, high static pressures, and limited pressure drop 
availability. One type of rotating shaft control valve of particular usefulness is the 
eccentric cylindrical plug valve. Its relative capacity is high and its cost is low. It is 
especially useful on services involving corrosive fluids, viscous liquids, or fluids with 
suspended solids.

17.8.3.3 Ball control valves

The ball valve has historically been used principally as a tight shut-off hand valve.
However, in recent years, ball valves have been automated for control purposes and have
shown excellent rangeability and suitability to handle slurries.

There are two distinctly different types of ball control valves, one involves a ball (a
complete sphere) with a waterway through it; this is generally referred to as the full ball
type. The second type is developed along the lines of the concentric plug valve and uti-
lizes a hollowed out spherical segment, or partial ball, which is supported by shafts. Both
types of ball valves are quarter-turned rotary valves.
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Ball valves have the highest flow capacity of any commonly used control valves. They
are useful whenever slurries are involved and also provide tight shut-off. They are required,
for example, on retort vent lines so that no restriction is present while the retort is being
vented of air.

17.8.4 Control valve actuators and positioners

17.8.4.1 Valve actuator

Valves require an actuator to move the valve, thus opening or closing the area through
which fluid passes. Most food automation applications use air-actuated or pneumatically
controlled valve actuators (Figure 17.51). When supplied with increasing air pressure, a
single acting pneumatic actuator increases the pressure on the actuator piston or diaphragm
compressing the springs and moving the valve stem.

When air is applied to open the control valve, it is termed “Air to open” or ATO. 
When air is applied to close the control valve, it is termed “Air to close” or ATC. 
Normally, the choice of an ATO or ATC configuration is based on safety considerations.
Normally, the choice is based the way the valve should operate in case of a controller
failure.

Valve actuators should be adjusted to so that the control valve is completely closed at
3psig and begins to open as the air pressure increases above 3psig. The valve should be
fully open at 15psig. Actuators should be adjusted with the valve under nominal line pres-
sure. The line pressure adds force that can lift to the valve stem and cause the valve to
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leak. This effect is called flow loading. In many cases, actuators adjusted while the valve
is not under line pressure will result in valve leakage once installed.

Since an electronic controller cannot supply air pressure to open or close a pneumatic
valve directly, a solenoid valve or current to pressure transducer (I/P) is required between
the components. A solenoid valve is simply an open or closed air valve that is actuated by
an electrical solenoid. When current is supplied to the solenoid, it will actuate the valve
at either open (in the case of a normally-closed valve) or close (for a normally-open valve)
the valve body. The solenoid controlled valve can be used for discrete control valves when
air supplied by the solenoid valve is connected to the diaphragm of a flow control valve
to change its position. If the solenoid was large enough and had enough power to move
the stem of the flow valve against the pressure head, it could be used to directly actuate
the flow control valve.

Current to pressure transducers, typically called “eye-to-pea” transducers (Figure 17.52)
are used for continuous control of a valve. The I/P usually accepts 4–20mA of current
input, which is converted to 3–15psig of air pressure out of the transducer.

Valve positioners can be used to increase the relatively small mechanical force that is
exerted by I/Ps. Valve positioners also eliminate hysteresis, and flow loading providing
more accurate control of the valve position.

17.8.4.1.1 Valve positioner

A valve positioner is itself a type of mechanical feedback control device. A positioner
senses the actual position of the valve stem, compares that position to the desired posi-
tion, and adjusts the air pressure to the valve to position the valve stem precisely as dic-
tated by the signal from the controller. The use of a valve positioner often is desirable to
improve both the dynamic and the static behavior of the valve. A valve positioner is typ-
ically an air relay, which is used between the controller output and the valve diaphragm.
It usually has a separate air supply and a feedback signal indicating stem position. The
positioner acts to eliminate hysteresis, packing-box friction, valve plug unbalance due to
pressure drop of the manipulated flow, and assures the exact positioning of the valve stem
in accordance with the controller output. The valve positioner also is useful in minimiz-
ing lag associated with the valve response.

Figure 17.53 shows pneumatically actuated valves controlled by I/P, and valve 
positioners.
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17.8.4.1.2 Failure mode

It is inevitable that power will fail occasionally in a process. Regardless of whether the
final control element is pneumatic, hydraulic, or electric, this situation requires analysis
and specification of valve behavior during such emergencies. In general, there are three
possible patterns that might be encountered in power failure:

(1) The final control element may fail “open”.
(2) The element may fail so as to hold the position which it last held. This is

referred to as “last position.”
(3) The element may fail “closed.”

In any given instance, it is required to select the failure pattern that is most desirable
under a power failure.

17.8.4.2 Valve selection and sizing

There are several important factors to consider in control valve selection. These include:

• the rangeability and turndown of the valve;
• the range of operating loads to be controlled;
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• valve materials in relation to the nature of the fluid flowing through the valve;
and

• the dynamic flow behavior at nominal, maximum and minimum flow.

17.8.4.2.1 Rangeability and turndown

Rangeability is the ratio of the maximum controllable flow through the valve to the
minimum controllable flow through the valve. In typical operations, control valves do not
close off entirely because to do so might damage the valve seat or cause the valve to stick.
Flow in the closed position, therefore, is typically 2–4% of the maximum flow. This cor-
responds to a rangeability of 25–50. Linear stem motion control valves show a rangeability
of 20–70.

Turndown is defined as the ratio of the normal maximum flow through the valve to the
minimum controllable flow. A practical rule of thumb is that a control valve should 
be sized so that the maximum flow under nominal operating conditions is approximately
70% of the maximum possible flow. Thus, the turndown ordinarily is about 70% of the
rangeability.

17.8.4.2.2 Range of operating loads

Not only must control valves have sufficient rangeability, but also must be able to mod-
erate flows that are well below the minimum requirement of the process. In addition, the
maximum flow rate through the valve must exceed the peak requirement of the process.
For many process plants, the range of nominal operating loads is narrow and, in such cases,
the control valves maintain nearly constant flow rates. However, peak and minimum loads
must also be considered.

Valves selected to normally operate at 60–70% of full capacity are used in such appli-
cations. However, there are many process systems in which the operating conditions vary
considerably, that is, the load varies significantly. In such conditions, equal-percentage
flow characteristics are often used, since they provide a more constant fractional sensi-
tivity at all operating levels.

17.8.4.2.3 Materials

The nature and condition of the fluid have obvious effects on valve selection. The 
material that the body of the control valve is made from is specified by first considering
the properties of the process fluid. The choice of construction material depends on the
properties of the process fluid at operating conditions. Commercial valves are available
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that are constructed from brass, carbon steel, and stainless steel. The valve seat material
will also depend on the process fluid and requirements. For example, valves that must 
pass fluid foods such as milk and juices are usually specified to meet 3A sanitary 
design approval standards. Typically these valves are made of stainless steel and have
Teflon seats. The valve size, valve flow characteristics, and actuator size are determined
by the process.

17.8.4.2.4 Dynamic flow behavior

Flow through a control valve depends not only on the extent to which the valve is open,
but also on the pressure drop across the valve. The flow characteristics of linear stem
motion control valves generally fall into three broad categories depending on the rela-
tionship between the amount of valve position, travel, stroke, or lift in the opening direc-
tion as compared to the resulting flow (Figure 17.54).

• Quick Opening: In this case, the valve sensitivity (defined as the change in
flow for a given change in valve position) decreases with increasing flow.

• Linear: In this case the valve sensitivity is more or less constant throughout
the flow range.

• Equal Percentage: The equal-percentage type valve derives its name from
the fact that the valve sensitivity at any given flow rate is a constant per-
centage of that given flow rate.
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The individual flow characteristics of a particular valve can be custom specified for a
particular application. Valve sizing depends on the pressure drop across the valve and the
dynamic performance required. The proper size of a control valve is most important to the
overall operation of the feedback control system. If the valve is over-sized, it tends to
operate only slightly open and the minimum controllable flow is too large for the system.
In addition, the lower part of the flow characteristic curve is often non-uniform in shape.
On the other hand, if the valve is under-sized, the maximum flow needed may not be
obtainable.

In sizing control valves, it is standard practice to combine many terms from the basic
orifice equation into the following general relationship for incompressible liquids:

The valve coefficient CV is defined as the flow rate of water in gallons per minute pro-
vided by a pressure differential of 1.0psi through a fully opened control valve. This coef-
ficient is determined by the manufacturer of the valve under actual test conditions. The
valve coefficient for a control valve of the linear stem travel type is approximately equal
to the square of the nominal valve size multiplied by ten. For the flow of compressible
fluids, the valve coefficient is also employed with suitable conversion factors.

A design equation used for sizing control valves relates the valve lift L to the actual
flow rate q by means of the valve coefficient Cv, the proportionality factor which depends
predominantly on valve size or capacity:

where q is the flow rate, f(L) is the flow characteristic, ∆P is the pressure drop across the
valve, and gs is the specific gravity of the fluid. This relationship is valid for non-flashing
liquids.

Valve size selection is dependent on the valve characteristic f. Three control valve char-
acteristics are used primarily. For a fixed pressure drop across the valve, the flow charac-
teristic (0 ≤ f ≤ 1) is related to the lift (0 ≤ L ≤ 1) by one of the following relationships:

Linear: f = L
Quick opening:
Equal percentage: f = RL−1

where R is a valve design parameter that is usually in the range of 20–50.
Sizing control valves is a complex issue. The correct valve size to use depends on valve

cost, allowable pressure drop, and installed flow characteristic. The entire question of
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determining control valve size, flow rate, or pressure differential is made in most indus-
trial applications by the use of special purpose calculations or special-purpose computer
programs.
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18 Ohmic Pasteurization of 
Meat and Meat Products

James Lyng and Brian M. McKenna

College of Life Sciences 
University College Dublin, Ireland

18.1 Introduction

Ohmic heating is a term used to describe direct electrical resistance heating of food
products. It is a technology which was awarded the U.S. Institute of Food Technologists
industrial achievement award for 1996, and is a topic on which many review and popular
articles (Frampton, 1988; Sperber, 1992; Sastry, 1994; Rice, 1995; Larkin and Spinak,
1996; Reznick, 1996; Zoltai and Swearingen, 1996; Ruan et al., 2001; Sastry, 2005) have
been written. Applications, which have been proposed for ohmic heating include:

• sterilization of single and multiphase products (Decio, 2003; Zhou Yajun 
et al., 2003; Eliot-Godereaux et al., 2001; Berthou et al., 2001; Chun-Shi 
et al., 1999; Zuber, 1997; Sastry, 1992; Parrot, 1992; Sastry and Palaniappan,
1992; Ladwig, 1991);

• pasteurization (Leizerson and Shimoni, 2005a–b; Tucker et al., 2002);
• protein recovery from surimi wash water (Benjakul et al., 1997; Huang et al.,

1996);
• enhancing extraction yield (Onwuka and Ejikeme, 2005; Praporscic et al.,

2005; Rao Lakkakula et al., 2004; Wei-Chi and Sastry, 2002);
• blanching (Icier et al., 2006; Sensoy and Sastry, 2004; Mizrahi, 1996),
• pre-treatments to enhance drying rates (Salengke and Sastry, 2005; Tuoxiu

and Lima, 2003; Lima and Sastry, 1999);
• enzyme inactivation (Castro et al., 2004);
• thawing (Roberts et al., 1998, 2002; Cheol-Goo et al., 1998);
• cooking (Uemura et al., 1998); and
• starch gelatinization (Wei-Chi et al., 1997).

Sterilization of ambient storage products is the area on which much work has been done
and relevant papers focus on the influence of electrical conductivity (Halden et al., 1990;
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de Alwis and Fryer, 1992) and particle shape (de Alwis et al., 1989) on heating rates. 
Pasteurization of meat and meat products is an area where ohmic heating has potential.
Traditionally, commercial pasteurization of meat products has been carried out by placing
the product in a suitable container (e.g., glass, metal, plastic), which is then immersed in
hot water or placed in a steam oven. In both these processes heat is transferred by con-
duction from the outside surface of the product to its interior. This can lead to over-heating
of the outer regions of the product while waiting for the interior to reach appropriate tem-
peratures, which in turn can potentially reduce product quality and nutritional value. In
contrast, ohmic heating occurs volumetrically, which theoretically means that all parts of
the product more or less heat simultaneously and at the same rate. This largely avoids
overheating in the outer regions of the product and could potentially increase product
quality and nutritional value while reducing cooking times. This in turn could be expected
to lead to the production of products with improved nutritional quality. In addition, it also
makes continuous processing a reality for such products.

De Alwis and Fryer (1990) reviewed a number of early patented applications for ohmic
heating of meat products. The 17 patents they describe date from 1937 to 1975 and include
commercial vending and domestic units for reheating frankfurters with only a limited
number designed for ohmic heating for raw meat (Neumann, 1961; Luijerink, 1962). Piette
et al. (2001) overviewed another early investigation into ohmic heating of meat, which
was conducted in Finland in the 1970s. These experiments involved cooking a meat emul-
sion while it was being pushed at a rate of a few centimetres per minute through a Teflon
tube, which was fitted with circular electrodes. A patent was granted but the difficulties in
maintaining stable operating conditions over prolonged periods ultimately lead to this
method being abandoned.

Piette and Brodeur (2003) also describe a French exploratory study conducted in 
the 1990s between the Meat Institute Development association and the national power 
corporation, Électricité de France. According to Piette and Brodeur, this group developed
a batch procedure for cooking 2kg batches of liver pate and hams in 10min, but the 
subsequent development of a prototype continuous method yielded disappointing 
results.

More recently, Özkan et al. (2004) compared the quality of conventionally grilled ham-
burger patties to patties cooked ohmically. Patties were cooked from frozen and these
workers concluded that ohmic heating was capable of producing patties of comparable
quality to conventionally cooked products. Over the past few years, a number of more 
in-depth studies have been conducted on ohmic cooking of meat and meat products 
(de Halleux et al., 2005; Shirsat et al., 2004a–d; Piette et al., 2000a–b, 2001, 2004). This
current chapter intends to overview these articles while also providing an introduction to
the use of this technology for pasteurization of meat and meat products.
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18.2 Conventional Thermal Methods for the Preservation
of Meats

Preservation of meat by thermal processing dates back to the beginning of the nine-
teenth century, when in 1810 Appert, whilst not aware of the nature of the process
involved, found that meat would remain edible if it were heated in a sealed container and
the seal maintained until the meat was to be eaten (Lawrie, 1998). Heat processing is still
viewed as one of the key methods for meat preservation as it kills pathogenic and spoilage
microorganisms likely to grow during normal distribution and shelf life of a product, while
also inactivating enzymes. Heat processes for meats can be classed as sterilization or pas-
teurization, with sterilization being generally regarded as a heat process in which a product
is heated to temperatures in excess of 100°C while pasteurization is normally defined as
a method of preserving food by heating it to temperatures under 100°C (typically
66–77°C). Sterilized products have a substantially reduced microbial load and as a result
are shelf stable even at ambient temperatures. However, relative to sterilization, pasteur-
ization is a milder heat process that kills off pathogenic organisms but has a minimal effect
on the flavor or quality of the food (Fellows, 1988). There is currently a move away from
sterilized ambient temperature storage products toward pasteurized refrigerated products.

The extent to which a product has been pasteurized is quantified using pasteurization
units (PU). Equation 18-1 below allows the calculation of pasteurization units (PU60) using
a z value for pasteurization, (zp) of 5.5°C (Listeria monocytogens in meat products (IFT,
2001)) and a reference temperature (qp) of 60°C.

Eq. (18-1)

where T is the temperature (°C) at the measurement point at any time during the heat
process, dt is the duration of time at a temperature T (s), and tp is the time (s) at the end
of the heating process. In addition to its importance in the inactivation of microorganisms,
a second function of meat pasteurization is to induce chemical changes in texture, color,
and flavor concomitant with the change from a raw to a cooked product. Like microbial
destruction, these chemical reactions are a function of time and temperature and can be
quantified using the cook value (Cs). Cs100 values can be calculated using the procedure
of Mansfield (1962):

Eq. (18-2)

where Cs100 is the Cs value calculated using a reference temperature (qc) of 100°C and a
z value for cooking (zc) of 33°C. T, dt, and tp are as previously defined. The relationship
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between Cs and microbial destruction was discussed by Holdsworth (1985) who described
four possible outcomes for a heat treatment. These outcomes redefined in the context of
meat pasteurization could be described as uncooked unpasteurized, cooked unpasteurized,
uncooked pasteurized, and cooked pasteurized. For ohmic heating to be accepted as a
method for cooking meat and meat products, it must induce the chemical changes associ-
ated with a cooked product while rendering the product safe from a microbial point of
view. In addition, ohmically pasteurized products must also have comparable shelf lives
to conventionally cooked meats.

18.3 Basic Principle of Ohmic Heating

18.3.1 Fundamentals of electrical circuitry

The operation of any electrical circuit is characterized by the presence of three physi-
cal quantities, namely voltage, amperage, and resistance. Voltage (volts) is the electrical
pressure supplied by an AC mains supply, battery, alternator, or generator. Resistance
(ohms) is the opposition to the current flow caused by the circuit (e.g., wires, electrical
components, or food (in the case of ohmic heating)) while amperage (amperes) is the
current flow through the wires, electrical components or food. As these physical quanti-
ties are abstract, the analogy of a garden hose connected to a tap is often used to assist in
their visualization. When the tap is opened fully, there is good water pressure (electrical
pressure (voltage)) and a substantial water flow (current flow (amperage)) through the hose
(wires, electrical components, or food). Squeezing the hose (increasing resistance) will
decrease the water flow (decrease electrical current) but will not change water pressure
(electrical pressure (voltage)). However, if the water is allowed to flow through the hose
normally but the tap is closed to the half way position, the water pressure (electrical pres-
sure (voltage)) in the hose will decrease as will the water flow (current flow (amperage)),
though no change in the resistance will occur. The mathematical relationship between these
three fundamental electrical quantities (applied to circuits containing only resistive ele-
ments (e.g., no coils)) is one of the most important, basic laws of electricity and is known
as Ohms law:

V = I × R Eq. (18-3)

where V is the voltage (volts), I is the amperage (amperes), and R is the resistance (ohms
(Ω)).

18.3.2 Mechanism of ohmic heating

To ohmically heat a material it must be capable of conducting an electrical current. For
a material to be classified as a conductor, electrical charges must be able to move from
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one point to another within it to complete an electrical circuit (Brady and Humeston, 1986).
Meat and meat products, while generally containing relatively high levels of water (Chan
et al., 1995, 1996), are regarded as solid materials. When it comes to conducting elec-
tricity, solids such as metals generally display metallic conduction due to the relatively
free movement of electrons through metallic lattices. Meats, on the other hand, behave
like electrolytic solutions, conducting electricity through electrolytic conduction. A
description of ion flow in an electrolytic cell connected to a DC source can be found in
any basic electrochemistry textbook.

When an electrolytic solution is placed in contact with a pair of electrodes to which a
DC source is connected, mobile positive ions present in the product (e.g., Na+) migrate
toward the negative electrode (cathode), and mobile negative ions (e.g., Cl−) move toward
the positive electrode (anode). At the negative electrode (which has an excess of elec-
trons), the positive ions pick up electrons and are reduced, while at the positive electrode
(which has a deficiency of electrons) the negative ions give up electrons and are oxidized.
If the current supply used in ohmic heating was DC, electrode polarization would rapidly
occur. Therefore to prevent this AC, current is used as the cyclic change (generally low
frequency 50Hz in Europe or 60Hz in the United States) in current direction allowing
insufficient time for appreciable polarization to occur, as the electrochemical reactions
described above are considered undesirable in ohmic heating.

As a further preventative measure against their occurrence, electrodes are often con-
structed from titanium or titanium coated with colloidal deposits of “platinum black” to
facilitate the adsorption of the extremely small quantities of electrode reaction products.
Recent work by Samaranayake et al. (2005) has shown that further reductions in electro-
chemical reactions in stainless steel, titanium, and platinized-titanium electrodes can be
achieved by changing the pulse characteristics from traditional 60Hz sine wave pulses to
bipolar pulses of 10 or 4kHz. The effect of differing pulse width and delay times was also
discussed by Samaranayake (2005).

When a meat product conducts electricity by electrolytic conduction the moving ions
within it collide with other molecules and these collisions lead to momentum transfer to
these molecules. which in turn increases their kinetic energy thereby heating the product.
De Alwis et al. (1989) state that the interaction between the local field strength and local
electrical conductivity will govern the local heat generation rate:

Q = E2k = lJ2 Eq. (18-4)

where Q is the heat generation rate per unit volume (Wm−3), E is the electrical field
strength (Vcm−1), k is the electrical conductivity (Sm−1), l is the resistivity (Ωm), and J
is the current density (Am−2)). The actual heating rate for the substance can then be cal-
culated from de Alwis and Fryer (1990):

Eq. (18-5)
dT

dt

Q

C
=
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where r is the density (kgm3) and C is the specific heat capacity (kJkg−1 °C−1). rC is often
referred to as the volumetric heat capacity (e.g., the amount of heat energy that is required
to raise the temperature of one cubic meter of the substance by 1°C). Equation 18-5 shows
that a high Q does not guarantee a rapid rate of temperature rise, which is also dependent
on rC.

18.3.3 Factors influencing heat generation rate

18.3.3.1 Electrical field strength

The electrical field strength can be varied by adjusting the gap between the electrodes
or by changing the applied voltage.

18.3.3.2 Electrical conductivity

De Alwis et al. (1989) stated that the electrical conductivity of a product determines its
suitability for ohmic heating. Piette et al. (2001) claimed that it is theoretically possible
to provide any food with enough ohmic power to generate a target temperature rise.
However, this will require using increasingly large current densities or increasingly 
large electrical field strengths when electrical conductivity values become very large 
or very small, respectively (Equation 18-4). However, these workers also state that in 
reality various considerations related to safety, cost, and product quality limit the extents
of electrical field strength and current density that can be used in practice. Overall these
workers suggest that ohmic heating is only possible between a certain range of electrical
conductivity values (0.01Sm−1–10Sm−1) and that it works optimally in the range 
0.1–5Sm−1.

18.3.3.2.1 Temperature versus electrical conductivity

The electrical conductivity of food products generally increases with temperature and
it is believed that this increase is mainly due to increased ionic mobility (Parrott, 1992).
Shirsat et al. (2004b) showed that the conductivity of model and commercial meat batters
increased with temperature across a range 15–80°C (Figure 18.1a). A similar effect of tem-
perature on electrical conductivity was also illustrated by Piette et al. (2004). This phe-
nomenon is often factored into the design of continuous ohmic heaters for pumpable fluids.
In these heaters, which have multiple heating sections, the spacing between electrodes is
often increased toward the outlet to ensure that each heating section has the same electri-
cal impedance.
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18.3.3.2.2 Product formulation versus conductivity

Meat products are generally formulated to contain meat and non-meat ingredients. It is
through this blend that the electrical current flows during ohmic heating.

18.3.3.2.2.1 Meat ingredients

Compared to fat, lean has a much higher electrical conductivity, with Shirsat et al.
(2004a) showing lean pork to fall in the conductivity range 0.64–0.86 (Sm−1). However,
non-comminuted lean meat is a complex structure consisting of muscle fibers and con-
nective tissue with a certain amount of intramuscular fat (marbling) also occurring within
the tissue. The diversity and complexity of components in the muscle fiber coupled with
the involvement of some of these entities in muscle contraction and the integration of con-
nective tissue throughout the muscle make it difficult to precisely visualize the passage of
electrical current through lean meat during ohmic heating. The following section briefly
overviews these components:

• Muscle Fibers: Muscle cells or fibers are generally 10–100µm in diameter
(Honikel, 1992) but can vary in length from a few millimetres to tens 
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of centimetres or more (Skaara and Regenstein, 1990; Gault 1993). The
muscle cell has the following components:

° The sarcolemma, a thin double layered (Lawrie, 1985) outer membrane of
the muscle fiber lying inside the endomysium (Asghar and Pearson, 1980).
It is through this outer membrane that the nerve impulses for muscle con-
traction are transmitted (Gault, 1993);

° The sarcoplasm is the cytoplasm of the muscle fiber and contains
organelles (mitochondrian, lysosomes, nuclei, golgi apparatus, sarcoplas-
mic reticulum, ribosomes, fibroblasts etc.), enzymes and other substances
(e.g., glycogen, lipid droplets) essential for normal metabolic activities of
the muscle cell (Asghar and Pearson, 1980);

° The sarcoplasmic reticulum, together with the T-tubules (a system which
transmits the excitory impulse on contraction) controls muscle contraction
and relaxation (Lawrie, 1985) in living tissue. Contraction of muscle occurs
due to depolarization of the sarcoplasmic reticulum (via the T-tubules). This
results in an increase in the sarcoplasmic concentration of free calcium
ions. The sarcoplasmic reticulum reabsorbs these ions during relaxation
(Gault, 1992);

° The sarcolemmal cytoskeletal proteins, for the purpose of this chapter,
will not include the proteins of the entire cytoskeletal network. The
cytoskeleton protein filament system consists of intracellular structures that
hold the contractile apparatus in register (Gault, 1993), maintain cell struc-
ture, interconnect organelles to each other, and often attach to the cell mem-
brane (Greaser, 1991);

° The myofibrillar proteins or contractile apparatus occupies approximately
80% of the muscle cell volume and runs the entire length of the cell (Gault,
1992). There may be as many as 1,000 of these 1–2µm diameter myofi-
brils in a cross-section of muscle fiber (Greaser, 1991).

• Connective tissue: Muscle connective tissue comprises fibrous proteins col-
lagen, elastin, and reticulin (Pearson and Young, 1989), ground substance and
cells (Asghar and Pearson, 1980). Muscular connective tissue may be subdi-
vided into the endo- peri- and epi-mysium, depending on its location within
the muscle. The endomysium is a layer which surrounds individual muscle
cells, which in turn are grouped into bundles surrounded by connective tissue
known as the perimysium. These bundles of cells together form the muscle
that is itself surrounded by an outer layer known as the epimysium (Light 
et al., 1984).

• Fat: Shirsat et al. (2004a–b) showed that electrical conductivity of pork fat
is low (0.01–0.09 (Sm−1)). In the preparation of some meat products, fat trim-
mings are added to lean to form a blend. Shirsat et al. (2004a) presented a
graph (Figure 18.2) showing the effect of added fat (0–100%) on the con-
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ductivity of a lean-fat blend. This graph shows the poorly conductive nature
of fat the conductivity of lean minced muscle (Figure 18.2). However, the
relationship between fat content and conductivity appears to be asymptotic
rather than linear. As the percentage of fat in lean was reduced, the conduc-
tivity of lean increased until the level of fat (<10%) had a limited effect on
the conductivity of the mixture. These workers suggested that the addition of
fat to lean could possibly influence the conductivity of the mixture in two
ways:
(1) reduction due to the fat itself and its poor conductivity; and
(2) coating of lean particles with fat, thereby creating a barrier for the

passage of electrical current.

18.3.3.2.2.2 Non meat ingredients

Although lean and fat meats are principle ingredients in processed meat products, other
non-meat ingredients are usually incorporated, which have various functions. Examples
of such ingredients include salt (flavor, water binding, preservation), seasoning (flavor),
nitrates and nitrites (color, antimicrobial), proteins (increase nutritional value, gelation
aid), bulking agents (starch, artificial colourings). If the addition of these ingredients to
the product increases the amount of mobile ions in the product (i.e., the ingredients are
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electrolytic) the electrical conductivity will increase, which in turn will increase the rate
of ohmic heating.

A relative ranking of non-meat ingredients in terms of their electrolytic capacity was
presented by Lyng et al. (2005). In this study, 5% aqueous solutions/suspensions of non-
meat ingredients were prepared and their dielectric properties at 27.12MHz were subse-
quently measured. Although dielectric properties are used in the context of microwave 
and radiofrequency heating, the dielectric loss factor (ε″) has some relevance in this
context as its magnitude is related to the availability of ions. These workers found 
that some non-meat ingredients (e.g., deionized water, sucrose, starch) had extremely low
ε″ values, while at the other end of the scale solutions containing nitrate, nitrite, and salt
had ε″ values that were up to four orders of magnitude higher than deionized water. Rel-
ative to the ε″ of lean meats, Lyng et al. (2005) subdivided the measured samples into two
groups, one of which had lower ε″ values than lean and the other which had higher ε″
values than lean.

18.3.3.2.2.3 Blends of lean fat and non-meat ingredients

To further study the effects of salt and fat on conductivity and ohmic heating times, a
number of model meat emulsion formulations with different salt levels and also a formu-
lation with no added fat, were prepared by Shirsat et al. (2004b) using shoulder lean and
back fat. Results indicate that salt or other electrolytic ingredients were essential for ohmic
heating and for a given batter an increase in salt content increased electrical conductivity
and increased ohmic heating rate (P < 0.001) (Figure 18.1). In relation to fat Shirsat et al.
(2004b) also noted an increase in fat content caused a reduction in conductivity (P < 0.001)
leading to an increase in ohmic heating time (P < 0.001). Piette et al. (2004) also reported
that increasing salt content (1–2.5%) in pseudo ham resulted in a linear increase in elec-
trical conductivity, while increasing fat content (10–30%) in bologna sausages lead to a
linear decrease in electrical conductivity.

18.3.3.2.2.4 Distribution of non meat ingredients within a meat product

Non-meat ingredients are generally added to comminuted meat batters during a bowl
chopping procedure. Uneven distribution of ionic non-meat ingredients (e.g., salt, phos-
phate, nitrate, etc.) through a product could lead to uneven ohmic heating and therefore
care should be taken to ensure that bowl chopping procedures are of sufficient duration
and intensity to thoroughly blend these ingredients throughout the batter. For non-
comminuted products such as ham, non-meat ingredients are incorporated into a brine,
which is normally injected into the product using a multineedle injector. This brine is
further distributed throughout the product during a tumbling procedure. Similar to bowl

562 Food Processing Operating Systems and Machinery Design



chopping, care should be taken to ensure that injection and tumbling procedures are suffi-
cient to ensure a uniform distribution of ionic non-meat ingredients throughout the product.

18.3.3.2.3 Size reduction versus electrical conductivity

In the manufacture of meat and meat products, the extent of size reduction varies from
highly comminuted meat emulsions (e.g., frankfurter, luncheon roll batters) to minced
products to non-comminuted products (e.g., selected ham, beef products).

18.3.3.2.3.1 Highly comminuted meat emulsion products

The majority of the in-depth studies on ohmic heating of meat conducted to date have
focused on highly comminuted meats and meat emulsions. The manufacture of such pro-
ducts involves breaking down the connective tissue, myofibrillar, and intramuscular fat
networks of entire meat during extensive bowl chopping. As a result, the microstructure
of meat emulsions is relatively homogenous and consists of fat droplets coated with soluble
proteins (emulsifying agents) suspended in an aqueous medium containing soluble pro-
teins, segments of myofibrils, connective tissue fibers and other soluble muscle con-
stituents (Forrest et al., 1975) (Figure 18.3a). In addition, these products are formulated
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to include a range of non-meat ingredients (e.g., salt, starch, seasoning, etc.), some of
which are ionic in nature. When an alternating current is applied to such a matrix in an
ohmic heater, it is most likely that dissociated ions will oscillate back and forth within the
aqueous medium at 50–60Hz, leading to heating of the product. Fat which is a poor con-
ductor has been reduced in size and therefore the current can easily flow around the dis-
persed fat globules.

18.3.3.2.3.2 Non-comminuted meat

In contrast, the structure of entire meat is considerably more complex (Section
18.3.3.1.2.1) as the muscle fiber and connective tissue (epimysium, perimysium, and
endomysium) structures are still intact and there will be a certain amount of intramuscu-
lar fat (marbling) within the tissue (Figure 18.3b). To further complicate matters, many
muscles fibers change direction along the length of the muscle. As a result, the potential
pathways for the passage of electrical current will be considerably more complex and non-
conductive fat deposits are potentially larger providing greater obstacles to current flow.
In emulsions, directionality is not really a major issue due to homogeneity of the struc-
ture but in entire meats, the relative positioning of electrodes parallel or perpendicular to
myofibrillar and connective tissue structure could provide very different pathways for the
movement of ions within the product:

• Minced Meat: Mincing, while less severe than bowl chopping, also disrupts
the connective tissue and cellular structure of meat and Shirsat et al. (2004a)
suggested different effects of mincing on the conductivities of lean versus fat.
Minced lean had higher electrical conductivity compared to its non-minced
counterpart and a possible explanation given for this increase was the release
of moisture and inorganic constituents from myofibrillar tissue on mincing.
In contrast, Shirsat et al. (2004a) found the conductivities of minced fat were
lower than entire fat. As these workers took measures to minimize air incor-
poration into sample material they suggested the disruption of the connective
tissue network running through the fat (which could have provided a pathway
for a small amount of current to flow) could have contributed to the observed
changes.

18.3.3.2.4 Anatomical location versus electrical conductivity

In addition to the points raised in Section 18.3.3.1.2, Shirsat et al. (2004a) suggested
anatomical location of a muscle could also influence its electrical conductivity. These
workers found that the conductivity of non-comminuted lean leg lean was significantly 
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(P < 0.01) higher than shoulder lean (0.75 versus 0.64Sm−1). Following an examination
of samples using light microscopy, Shirsat et al. (2004a) suggested this difference could
be due to a denser muscle fiber structure, greater amounts of connective tissue, and/or
higher intra-muscular fat in shoulder versus leg.

18.4 Microbial Inactivation during Ohmic Heating

The literature on ohmic heating suggests that inactivation of microoganisms occurs pri-
marily via thermal methods (Biss et al., 1989; Skudder, 1989). However, two other mech-
anisms, namely mechanical and chemical effects, have been suggested. In the mechanical
effects, death of microbes occurs due to membrane damage, leading to leakage of cellu-
lar contents (Shimida and Shimahara, 1985). Chemical effects involve the formation of
free oxygen and hydrogen, hydroxyl and hydroperoxyl radicals, and metal ions, which
were found to cause bacterial death (Martin, 1960; Gilliland and Speck, 1967a–b). The
early literature, investigating the non-thermal effects of ohmic heating, found evidence for
such an effect to be inconclusive because the thermal effects were not fully eliminated
(Palaniappan et al., 1990). Palniappan and Sastry (1992) found no difference between the
effects of ohmic and conventional heat treatments on the death kinetics of yeast cells.
However, more recent studies on ohmic heating, where the thermal effects were elimi-
nated, indicate the possibility of a mild electroporation (Cho et al., 1999), similar to high
voltage pulses (Grahl and Maekrl, 1996), as an additional mechanism for microbial inac-
tivation (Sastry and Barach, 2000).

Electroporation is a low frequency (50–60Hz) phenomenon in which cell walls are
allowed to build up charges and form pores (Sastry and Barach, 2000). In contrast, heating
at high frequency (microwave and radio frequency), causes rapid changes in polarity, thus
preventing the building of the charges at the cell walls (Sastry and Barach, 2000). The
effects of sub-lethal electrical treatment has been shown to reduce the subsequent thermal
treatment for the inactivation of microorganisms (Palaniappan et al., 1990) and decreased
the lag period in a fermentation involving lactic acid bacterium (Cho et al., 1996). Methods
for microbial validation of ohmic processing have been described in the literature (Betts
and Gaze 1992; Parrott, 1992; Kim et al., 1996; Cho et al., 1999).

18.5 Quality of Ohmically Heated Meat Products

Two recently published papers (Piette et al., 2004 and Shirsat et al., 2004c) compare
the quality of ohmically heated comminuted meat products to conventionally cooked pro-
ducts. Batch ohmic heating cells were used in both studies and an illustration of the system
used by Shirsat et al. (2004c) is given in Figure 18.4a–c. Sample sizes were of similar
order of magnitude in both studies (e.g., 1kg), though product formulations varied from
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a frankfurter-style meat batter (Shirsat et al., 2004c) to a bologna sausage and a model
ham (Piette et al., 2004). The steam and ohmic cooking treatments used in these studies
were broadly similar though not directly comparable. Shirsat et al. (2004c) steam or ohmi-
cally cooked (at voltage densities ranging from 3–7Vcm−1) to standardized cook values
(Cs) or to target end point temperatures. Piette et al. (2004) steam cooked bologna samples
to an end point temperature of 70°C. These workers ohmically cooked bologna to a range
of target end point temperatures (70, 75, and 80°C) at a fixed voltage density (3.5Vcm−1)
and also ohmically cooked to a fixed target temperature (70°C) but varied voltage density
(2.9, 3.5, and 4.7Vcm−1). In addition these workers cooked a homogenized model ham to
70°C at constant voltage densities of 2.3 and 4.5Vcm−1 but subsequently held these
samples at 70°C for 20min. In both studies, higher ohmic voltage densities produced faster
heating rates.

Texture Profile Analysis (TPA) of ohmic and steam cooked frankfurter batter by Shirsat
et al. (2004c), showed no significant difference (P ≥ 0.05) in any of the attributes assessed
(hardness (1 and 2), energy (1 and 2), cohesion energy, gumminess, and chewiness), with
the exception of springiness, which was significantly lower (P < 0.05) in ohmically cooked
samples heated to similar cook values. However, this trend was less pronounced in samples
cooked to similar end point temperatures. Sensory analysis on ohmic and steam cooked
samples cooked to similar end point temperatures supported these observations with regard
to texture. In contrast, Piette (2004) presented partial results of bologna TPA and found
conventionally cooked samples to have higher hardness, cohesive, and more resilience
(with no significant difference in springiness), though units for expressing cohesiveness,
resilience, and springiness differ between these papers. While these workers did not
conduct formal sensory analysis, they made the observation that untrained laboratory per-
sonnel constantly referred to ohmically cooked samples as being softer than convention-
ally cooked, though also noted that these personnel did not find the ohmically heated
bologna samples unpleasant. However, Piette et al. (2004) found no significant difference
in TPA attributes of ohmically heated model hams.

Instrumental color evaluations by Shirsat et al. (2004c) revealed ohmically cooked
samples (cooked both to similar cook values and end point temperatures) differed from
steam cooked in both a* and hue angle values (P < 0.05), with these differences being less
pronounced in samples cooked to similar cook values. Piette et al. (2004) presented L*,
a*, and b* values (but gave no results for hue angle or saturation) and also found signi-
ficant differences (P < 0.05) in color attributes (L and a* values) between ohmic and con-
ventionally cooked bologna and model ham samples, though these workers noted these
differences were small and were not likely to be detected by consumers.

Overall, both papers acknowledge that subtle differences in quality could be observed
in some instances in the products examined, though both come to a broadly similar con-
clusion that ohmic heating has the potential to produce these products with comparable
quality to conventionally cooked samples. However, it is important to note that this work
has all been conducted on comminuted meats and results for non-comminuted samples
have yet to be presented.
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18.6 Economics of Ohmic Processing

Innovation both in terms of new products, but also in terms of alternative processing
techniques will be required if the food industry is to remain profitable and prosper in
increasingly competitive market conditions. Ohmic pasteurization offers potential eco-
nomic and practical benefits to the meat industry, which could possibly include increased
energy efficiencies, increased throughput, potential for continuous versus batch process.
The basic energy balance equation governing pasteurization is

Eq. (18-6)

where P = power consumption of cooker (kW), y = efficiency of cooker; m = mass of
meat (kg), ∆T = temperature rise in meat during cooking (°C), H = energy required to cook
the meat (kJ), and C and tp are as previously defined. Both conventional and ohmic pas-
teurization require the same energy input to heat a certain mass of product. However,
ohmic heating is generally regarded as being a more efficient power source than conven-
tional methods with energy efficiencies of >90% being reported (de Halleux et al., 2005).
Therefore, ohmic heating will require less power input than conventional cooking for a
given temperature rise. It has been reported that ohmic cooking can reduced energy con-
sumption by 82–97% compared to conventional smokehouse cooking (de Halleux et al.,
2005), while meeting the minimum specifications necessary for pasteurization. In addition
to improved energy efficiencies, the potential for increased throughput and reduced tp is
illustrated in Figure 18.5, which shows the substantial reduction in time taken to reach
pasteurization temperatures in meat emulsion samples.

18.7 Ohmic Heating for Commercial Scale Production of
Cooked Meats

18.7.1 Ohmic heater control options

18.7.1.1 Control of electricity supply during ohmic heating

Piette et al. (2004) describe a number of electricity control options for ohmic heaters.

(1) Constant voltage: Ohmic heaters controlled in this way will show an
increase in current intensity as product temperature (and therefore con-
ductivity (Section 18.3.3.1.1)) increases. Such heaters will display an
increase in heating rate during the cook cycle. This option is the simplest
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but results in most of the cooking being done below optimal conditions
because the chosen voltage must be limited to avoid excessive current
density values toward the end of the cook cycle.

(2) Constant current intensity: Operating ohmic heaters in this manner means
less voltage is required as cooking progresses, which in turn results in a
decrease in power supply and heating rate with time.

(3) Constant Power: Ohmic cooking at a constant power results in a virtually
constant heating rate, though a slight increase in specific heat capacity with
temperature may lead to a slight decrease in heating rate between the start
and end of cooking. However, this requires more sophisticated feedback
control, because voltage and current intensity will vary with time.

18.7.1.2 Control of the extent of pasteurization/cooking

The safety and shelf life of an ohmically heated product depends on the delivery of suf-
ficient pasteurization units, while the quality will depend on the extent of heat induced
chemical changes quantified by the cook value. Pasteurization units and cook values cumu-
latively increase throughout the heating and cooling phases of cooked meat production.
However, the shape of the time temperature profiles during heating will differ substan-
tially between conventional and ohmically heated products. Conventional cooking is char-
acterized by a sigmoid shaped temperature profile, which has an initial settling down
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period followed by a period, where relatively linear temperature rise occurs and ending
with a final phase where rate of rate of temperature increase declines. In the commercial
pasteurization of cooked meats, processors generally heat the cold spot in the product in
excess of a target temperature for a specified time (e.g., ≥70°C for 2min or equivalent).

In contrast, due to its volumetric nature, ohmic heating is generally characterized by a rel-
atively linear increase in product temperature during cooking. In Section 18.2 it was stated
that an ohmic heating process must produce a cooked pasteurized meat product. Semi-con-
tinuous systems (Section 18.7.3) would lend themselves to very precise control in this regard
in that continuous feedback of cook value and/or pasteurization units could be sent to a PLC
controller, which could be programmed to release products on reaching a target pasteuriza-
tion unit/cook value. Alternatively, ohmic heating could be used to preheat the product to a
target temperature, before releasing the product into a chamber, which would hold the
product at this temperature for sufficient time to pasteurize and cook the product.

18.7.2 Packaging for ohmic processing

In commercial production of cooked meats the majority of products are traditionally
packaged in sealed casings or vacuum package bags prior to cooking. Packaging products
in this way has the advantage of preventing post process contamination of the pasteurized
product following cooking. Ohmic is a direct electroheating method, which means if a
product is to be processed in a package, conductive regions (which could be placed in
contact with a series of electrodes) will be required in the packaging to allow current to
flow through the product. Nowadays, with the advances in packaging including the devel-
opment of conductive polymers, there is the possibility of low-cost in-container ohmic
processing systems, which would not have a requirement for aseptic conditions. Such
packaging would substantially reduce the initial capital outlay associated with these
systems. Recent work by Jun and Sastry (2005) modeled temperature distribution in
chicken noodle soup and black beans reheated within a flexible packaging with integrated
foil electrodes. However, further feasibility and development work is needed before this
could be considered for commercial application.

18.7.3 Possible methods for commercial application of
ohmic heating to meat

Depending on whether the product is packaged or unpackaged, there are a number of
possible methods for ohmically heating meats:

(1) Product is left unpackaged and is ohmically pasteurized while being con-
tinuously pumped through a tube fitted with a series of electrodes, before
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being cooled and subsequently aseptically packaged (Figure 18.6a). This is
the traditional method of ohmically heating pumpable liquids on a contin-
uous basis. However, of the three options this is the least likely for pro-
cessing meat as it:
• will most likely be costly in terms of the initial purchase of equipment

compared to conventional methods;
• requires operators with higher skill levels to operate the aseptic packag-

ing equipment;
• could give rise to quality concerns as meat is traditionally cooked in a

static state and continuous movement during cooking may give rise to
separation within the product as fat melts and protein denatures, while
movement during cooling may affect gelation;

• could give rise to pumping difficulties as cooling of meat (in which heat
transfer will be primarily by conduction) will be by conventional
methods, which will require a long cooling tube, which in turn will take
up a lot of floor space.

(2) Product is packaged in special packaging, which includes electrically con-
ductive packaging regions. Electrical current is passed into the product as
it passes through a continuous system similar to that described in Figure
18.6b. This is certainly a possibility but:
• depends on the availability of suitable packaging at low cost;
• packaging design could be complex and may have to be designed on a

product-by-product basis.
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(3) Product is partially packaged during ohmic pasteurization before being
sealed under aseptic conditions following cooking. This system certainly
has advantages as it could be applied in a continuous fashion similar to
option 2 but
• conventional packaging could be used;
• cost of creating aseptic conditions would be substantially reduced rela-

tive to a full aseptic packaging required in option 1.

Greater control of cooking of each package could be achieved by applying options 2
and 3 above in a semi-continuous fashion, where each package is ohmically heated indi-
vidually and released on reaching a target temperature, pasteurization unit, or cook value.

18.8 Conclusion and Future Work

Ohmic heating is a technology that is capable of pasteurizing comminuted meats to
produce products that are of comparable quality to conventionally cooked samples, while
substantially reducing cooking times. However, it must also be demonstrated to be capable
of producing high-quality non-comminuted pasteurized meats before it will be widely
accepted by the meat industry.
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18.10 Abbreviations

a* Redness/greenness (Hunter L*a*b* scale)
b* Yellowness/blueness (Hunter L*a*b* scale)
C Specific heat capacity (kJkg−.C−1)
Cs Cook value
dt Duration of time at a particular temperature T
E Electrical field strength (Vcm−1)
e″ Dielectric loss
f Frequency (Hz)
H Energy required to heat the meat (kJ);
J Current density (Am−2)
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k Electrical conductivity (Sm−1)
I amperage (amperes)
L* Lightness (Hunter L*a*b* scale)
m Mass of meat (kg)
P Power consumption of cooker (kW)
PU Pasteurization units
Q Heat generation rate per unit volume (Wm−3)
r Density of the material (kgm−3).
R Resistance (ohms (Ω))
∆T Temperature rise (°C)
t Time (s)
tp Total cooking time (s)
T Temperature (°C)
∆T Temperature rise in meat during cooking (°C)
TPA Textural profile analysis
V Voltage (volts),
l Resistivity (Ωm)
Ψ Efficiency of cooker
qp Reference temperature for pasteurisation units (°C)
qc Reference temperature for cook value (°C)
zp z value for pasteurisation (°C)
zc z value for cooking (°C)
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19 Food Processing Facility Design

Timothy J. Bowser, Ph.D., P.E.

Oklahoma State University, Stillwater, OK, USA

19.1 Introduction

A food processing facility has been defined by the FDA (Center for Food Safety and
Applied Nutrition, 1999) as “those facilities where food is subject to activities that con-
stitute processing.” Processing is further described as operations that:

“alter the general state of the commodity, while non-processing operations, like harvesting, are designed only
to isolate or separate the commodity from foreign objects or other parts of the plant.”

Examples of food processing operations include:

• canning;
• freezing;
• cooking;
• pasteurizing;
• homogenizing;
• irradiating;
• milling;
• grinding;
• chopping;
• slicing;
• cutting;
• peeling;
• post-slaughter carcass handling for meat and poultry (skinning, eviscerating,

quartering);
• post-harvest seafood handling (storing, preparing, heading, eviscerating,

shucking, holding); and
• egg washing (Center for Food Safety and Applied Nutrition, 1999).

The purpose of a food processing facility is to convert unprocessed commodities into
shelf-stable, transportable food products that are desirable to the consumer and generate
a profit for the facility owner.

Myer Kutz (ed.), Handbook of Farm, Dairy, and Food Machinery, 579–607
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Design of a food processing facility includes the activities of ideation, planning, concept
development, testing, evaluation, construction, and start-up. Design is often an iterative
process in which the basic sciences, creativity, and experience are applied to meet an objec-
tive that includes a variety of constraints such as economics, safety, flexibility, aesthetics,
reliability, and social impact (Ertas and Jones, 1996). The purpose of this chapter is to
provide an overview of food processing facility design, highlighting some of the manifold
factors that must be considered.

19.2 Background

Prehistoric people collected foods, such as grains or fish, and processed them in central
locations for immediate consumption, storage, transportation, or use as currency. Docu-
mented food processing occurred as early as 3000 BC, when workers on the pyramids of
Egypt were paid with manufactured bread (Trager, 1995). One of the most important early
food processing facilities was probably the “House of Appert,” a cannery that began oper-
ation in about 1810, based on technology discovered by the owner, Nicolas Appert.
Canning soon became widespread (Britannica Concise Encyclopedia, 2005) and many
regard its discovery as the seminal event in modern food processing history (Pehanich,
2003). The basic food preservation technologies practiced today were discovered and in
place by the end of the 1920s. Food Engineering (Morris, 2003) provided a timeline of
the most important food processing developments from 1928 to 2003. Most of the listed
technologies, such as air-blast freezer, fork-lift truck, and plate heat exchanger, are found
in today’s modern food processing facilities.

Automation and computer controls had one of the most significant impacts in the 
history of food plant design (Morris, 2003; Saravacos and Kostaropoulos, 2002; 
Cherok, 2005). Economists Connor and Schick (1997) stated this differently, claiming 
that in comparison to other industries, food processors are “labor extensive.” The Sara 
Lee plant in Deerfield, Illinois, which opened in 1964, was probably the first application
of a plant-wide computer control system in any industry (Gould, 1965; Thomas, 
1964), and clearly marked the beginning of the computerized era for food processing 
facilities. The revolutionary Sara Lee plant included a totally automated frozen warehouse,
and automated batching and shipping systems (Gould, 1997). Today’s modern food 
plants take full advantage of automation technologies and are amazing centers of 
productivity.

In the mid-1980s, a new trend occurred in food processing plants. The number of facil-
ities being constructed started to slowly increase. The increased numbers were accounted
for by start-ups of small plants targeting niche markets, rather than the traditional mega-
plants built by large firms (Connor and Schick, 1997). Unfortunately, most of the smaller
plants escaped the notice of the popular media. Installation costs for facilities listed in
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Food Engineering magazine’s “Plant of the Year Award” have exceeded 25 million dollars.
Small facilities have also escaped the attention of the large consulting firms that carry 
the core knowledge and resources necessary for state-of-the-art facility design and 
construction.

Food production is becoming increasingly capital-intensive. From 1963 to 1992, food
plant investment rose by 7.2% per year; which is more than increases in sales, or value
added activities. Even though the investments in new plants have increased, they made up
a relatively small proportion of the total costs in the industry; about 2–4% in the last 10–20
years. Of this amount, nearly 25% was used for buildings and 75% was spent on equip-
ment (Connor and Schick, 1997). Based on these trends, it is clear that the design of new
food processing facilities needs to be better than ever to provide higher production rates
of superior products with more attractive financial returns.

19.3 Key Facility Issues

The decision and the subsequent design path followed to develop a new food process-
ing facility is a complex undertaking that involves many sequential steps, concurrent activ-
ities, and dozens of hidden pitfalls. Each facility design is unique, but similarities between
cases exist. A new food processing facility design project, begins with identification,
understanding, and resolution of the key issues. These key issues fall into three broad cat-
egories that can be used to describe such a facility:

(1) products;
(2) economic feasibility
(3) design.

A graphical interpretation of the three categories and their interactions is shown in
Figure 19.1. The central overlap area identifies cross-cutting issues that are common in all
three categories.

Cross-cutting issues may be the most critical to project feasibility and overall success
since they involve interaction between all three categories. Table 19.1 lists some of the
most common cross-cutting issues found in new food processing facility design. Table
19.2 lists some of the issues found in each category and their possible interaction (if any)
with other categories based on their location in overlap areas A, B, or C of Figure 19.1.
Area A shows interaction between the categories of economic feasibility and product. Area
B encloses interactions between the categories of economic feasibility and design. Area C
covers the interactions between design and product. Interacting issues found in overlap
areas should be studied, identified, and treated after cross-cutting issues have been
resolved. Finally, individual issues located uniquely in any of the three broad category
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areas should be addressed. We will now
describe cross-cutting issues in the order
that they are listed in Table 19.1.

19.3.1 Cross-cutting issues

Of the cross-cutting issues listed in
Table 19.1, hygiene and sanitation has
probably received the most attention in the
literature. Wierenga and Holah (2003)
claim that hygiene is the number one
element common in the design of all food
plants. Milledge (1980) pointed out that a
clean plant atmosphere will also inspire
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Table 19.1 Key Cross-cutting Issues
(Located in Hatched Area of Figure 1)
Important for Successful Food Processing
Facilities. Cross-cutting Issues are Listed in
Alphabetical Order

No. Key Cross-cutting Issues

1. Hygiene and sanitation
2. Market demographics
3. Research and development
4. Safety/regulatory
5. Site selection
6. Timing
7. Trends

Figure 19.1 Graphic showing the three descriptive categories important to food processing facility
success and the interaction between categories. The hatched area indicates the location of cross-
cutting issues that are present in all three categories and therefore have the most significant
interaction. The letters “A”, “B”, and “C” indicate the remaining interaction areas between the
three categories.
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Table 19.2 Key Issues (Located in the Identified Area of Figure 1, Which May or May not
Include One of the Interaction Areas “A”, “B”, or “C”) Important for Successful Food
Processing Facilities, Listed in Alphabetical Order

No. Category and Applicable Interaction Area (Figure 19.1)

Product Economic Feasibility Design

1. Capacity (including Cash available Capacity (including 
expansion) “C” expansion) “C”

2. Delivery / Delivery / distribution “A” Efficiency “B”
distribution “A”

3. Flexibility (line Efficiency “B” Facility (site selection and
additions) “C” purchase, design, build, 

maintenance) “B”

4. Ingredient storage Facility (site selection and Facility technology / art
purchase, design, build,
maintenance) “B”

5. Package Financing terms and availability Flexibility (line additions) “C”

6. Physical properties Labor quality “B” Labor quality “B”
of product “C”

7. Price “A” Operations (labor, utilities, Materials available (ingredient 
waste, ingredients) “B” and construction

8. Voice of consumer Price (product) “A” Operations (labor, utilities, 
waste, ingredients) “B”

9. Return on investment Owner preference

10. Site incentives “B” Physical properties of
product “C”

11. Startup “B” Process technology/art

12. Site incentives “B”

13. Site topography/geography

14. Startup “B”

15. Transportation access

16. Utilities available and cost

17. Waste disposal costs/methods



operators to practice good hygiene. Shore and Jowitt (1971) summarized the objective of
good hygiene as the maximization of sanitation during production and the minimization
of cleanup effort required afterward. The reader is encouraged to consult the literature
available on hygiene specifically related to facility design (Jowitt, 1980; Lelieveld, et al.,
2003; Imholte, 1984).

“Market demographics” is a term that refers to the statistical characteristics of a par-
ticular food consumer group. Food processing companies need strategies to help them
identify consumer target groups and understand how their attitude affects purchasing
behavior. For instance, it has been estimated that children control an annual $10 billion in
food and beverage purchases (Kuesten, 2004). Demographic research reports are available
covering many consumer groups, such as active seniors, African-Americans, college stu-
dents, teens, and luxury consumers (Packaged Facts, 2005).

Innovations, breakthroughs, and improvements that result from research and develop-
ment have a broad and long-lasting impact on the food industry. Food Engineering mag-
azine (Morris, 2003) compiled a list of major technologies that, as a result of their
implementation, have changed the face of food processing facility design over the past 75
years. For example, Majoor (2003) suggested that clean-in-place (CIP) technologies and
their implementation have directly affected facility design, layout, and processes.

The Food Drug and Cosmetic Act of 1938 was one of the first examples of legislation
that seriously impacted the design of food processing facilities (Gould, 1994). Other sig-
nificant regulations include the USDA Meat Inspection Act, the Good Manufacturing Prac-
tices (GMPs), the Pasteurized Milk Ordinance, the Occupation Health Safety Act (OSHA),
the Environmental Protection Act (EPA), and HACCP (Saravacos and Kostaropoulos,
2002; Cherok, 2005; Imholte, 1984). Fassl and Schweizer (2004) cited the Bioterrorism
Act as being the latest legislative piece that has changed the entire food development, man-
ufacturing, and distribution chain. Besides legislation, regulations developed by industry,
professional societies, and special interest groups have helped to establish food plant
design standards, such as the 3-A Sanitary Standards (2005).

Good soil, a gentle slope, and close proximity to the interstate and railways are not
enough to attract potential buyers to a building site. Historically, and more now than ever,
facility site selection depends greatly on special incentives such as free land, low mort-
gage, workforce education, tax breaks, and low utilities prices (Robberts, 2002). Most
owners select several sites and encourage potential providers to bid against each other in
a contest to “win” the new facility. Beyond this very important bidding war, there is a long
list of site features that must be examined during the selection process (Milledge, 1980;
Jowitt, 1980; Imholte, 1984; Gould, 1994; Lee, 1997; Yngve Rosen and Blombergsson,
1963).

Timing can be critical through all stages of food processing facility design. A sudden
outbreak of a foodborne illness or disease could affect public perception and the move-
ments of the market, causing funding to disappear quickly. Other examples of unforeseen
timing-related events are dips in the economy, shifting international markets, changing
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business competition, seasonal fluctuations, and new research findings. Future Beef Oper-
ations (FBO) is an example of how timing can affect facility design. FBO was a highly
celebrated (Food Engineering Magazine’s 2002 plant of the year (Food Engineering
(2003)) meat processing facility that never achieved success despite “revolutionary” pro-
cessing concepts and automation. Wes Ishmael, editor of Beef magazine (Ishmael, 2002)
explained the reasons for the demise of FBO and included the statement “if timing is every-
thing, the FBO had it all “bad timing that is.” After only one year from opening, a court
ordered FBO into Chapter 7 bankruptcy liquidation.

Trends affect the food industry almost as much as they affect the diets of consumers.
The following current trends were identified from Food Engineering magazine’s 2005
reader survey of the top issues facing food manufactures today (Food Engineering (2005),
listed in order):

• automation;
• plant security;
• low carbohydrate diets;
• shift towards plastics in packaging;
• convenience and portable portion sizes;
• globalization and competition from imports;
• traceability;
• manufacturing flexibility; and
• changeover.

Today, wood and wood materials are no longer used to frame structures (Imholte, 1984).
Stainless steel is the preferred material for wall, ceiling, drain, and curb coverings
(Milledge, 1980) and process equipment (Gilmore, 2003). In the 1970s, the Department
of Defense suggested that the design of food plants should reduce their vulnerability to
nuclear attack and provide fallout shelters (U.S. Department of Defense, 1970); fortunately
this trend has disappeared. Multi-level structures were preferred in the 1960s (Parker and
Litchfield, 1962) but have largely been replaced with single-story structures (Saravocos
and Kostaropoulos, 2002; Wieringa and Holah, 2003). These few examples illustrate the
impact of trends on food facility design, a phenomenon that is challenging to predict.

19.3.2 Interacting issues

In this section, the interaction areas A, B, and C (Figure 19.1) will be described, respec-
tively. Area “A” shows interactions between the categories of economic feasibility and
product. Two key issues are found in this region, i) delivery and distribution of products;
and ii) product pricing. The former relates to the cost of delivery, mode of transport, han-
dling, and destination of products. These variables directly affect the product packaging
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and design for shelf-stability and consumer acceptance. Pricing of the product affects many
factors including product quality, consumer acceptance, return on investment, and sales.

Overlap area B contains the largest number of overlap issues between the categories of
economic feasibility and design: efficiency, facility, labor quality, operations, site incen-
tives, and start-up issues. Improved efficiency always improves economics. Design effi-
ciencies can be improved in areas such as process, facility, materials handling, waste
reduction, labor savings, and ingredient savings. Morris (2003) stated that most recent
innovations in food processing have focused on efficiency and effectiveness, since the
basic science has been developed. Facility issues include factors such as site layout and
location, building footprint, level of automation, type of building frame and construction,
and contractors. All of these factors contribute directly into the overall facility cost and
therefore the economic feasibility of the facility.

Often the owner’s desire for a state-of-the-art facility yields to the practicality of
finances and return on investment. Designers may consider increased levels of automation
when skilled maintenance workers and operators are available to run systems. This in turn
could lower the cost of manufacturing. Operations issues (e.g., labor, utilities, waste, and
facility overhead) can be reduced by improved facility and process design to the extent
that is affordable. Site incentives supplied by property owners and municipalities seeking
to entice new facilities can play a large role in facility design and economics as already
mentioned. Start-up concerns are discussed in a later section.

Overlap area “C” includes three interaction issues from product and design: capacity,
flexibility, and physical properties of the product and ingredients. Capacity (including
future opportunities for expansion) is directly related to the type of product and the man-
ufacturing process. Some product lines are simple to expand and co-products can be man-
ufactured on the same line with little or no changes. In general, this is not the case and
extensive changeovers, additional space, and new equipment are required. Flexibility for
product and design are always of great value to facility operations and allow capacity
increases, line extensions, ingredient changes, and other options such as utility conver-
sions. Physical properties of the product and ingredients are important for materials han-
dling and safety purposes.

19.3.3 Individual issues

Individual issues in the three categories of economic feasibility, product, and design are
now addressed. Category issues for economic feasibility include cash available, financing
terms, and return on investment. The first two items collectively refer to how much funding
can be raised to pay for the project. Return on investment is normally given as a percent-
age value (using a given calculation method) that is set by the board of directors or other
company leadership. The facility payback schedule must satisfy the desired return on
investment or the project will not be funded.
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Individual issues for the product category include ingredient storage, package, and voice
of the customer. Selection and assurance of high-quality ingredients affects the finished
product. Many primary and secondary packaging requirements (such as barrier properties,
antimicrobials, insulation, temperature stability, shape, and density) are often dictated by
specific properties of the product. Voice of the consumer is the feedback received from
customers on their likes, dislikes, needs and desires for the product and is used for con-
tinuous improvement activities.

Design issues include facility art, process art, materials available, owner preference, site
topography and geology, transportation access, utilities availability, permitting, and waste
disposal methods available. Facility and process art are the combination of science, tech-
nology, creativity, and experience embodied by the team of professionals selected to
accomplish the food process facility design. Materials from local manufacturing plants
such as acid brick, masonry, steel, tile, and insulation should be considered for facility
construction due to availability, pricing considerations, community relationships, and
transportation costs. Many facility owners will have firm preferences for facility design
based on their past experience and personal knowledge.

Site topography and geology can dramatically affect the design of a facility. Steep
slopes, for example, are favorable for multi-level facilities. Geology will affect founda-
tion and footing plans. Transportation access is important to activities both within and
without the facility; affecting shape, orientation, and safety considerations of the building.
Available utilities and their cost will determine how the facilities utilize energy. A facil-
ity located near a hydroelectric plant may elect to generate steam using electricity rather
than natural gas or fuel oil. Methods of waste disposal are as important to a food pro-
cessing facility as methods of receiving ingredients. Waste cannot be stored for long
periods and must be quickly and efficiently removed from the premises. Procedures for
handling solid, liquid, and gaseous waste must be well defined and considered during the
design process.

19.4 Project Phases

Facility design consists of four major project phases:

(1) Planning and feasibility
(2) Conceptual design
(3) Preliminary design
(4) Final design

Final design normally leads to construction and start-up. Construction and start-up are
not necessarily classified as “design” phases, but the lessons learned during the execution
of these two phases are vital to the improvement of future designs. All project phases are
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highly interdependent and required for sound project design and successful completion.
Error checking and continuous improvement activities should be integral to each phase.
A description of the four design phases follows, including a short treatment of construc-
tion and start-up. In each description, we will begin with the expected results and list
outputs for the phase. But before entering the design phases, it is useful to discuss draw-
ings since they are an extremely significant component common to all design phases.

19.4.1 Drawings

Table 19.3 shows a listing of the drawings typically rendered during the conceptual,
preliminary, and final design phases of food processing facilities. Site plans show land use
for the immediate project and for the future. Buildings, parking, retention areas, open
space, and “green” areas are depicted. Figure 19.2 is an example of a site plan for a food
processing facility. A site plan should reflect the business strategy of the organization, as
well as the building and grounds layout of the facility. Site plans are normally formulated
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Table 19.3 Drawing List for a Typical Food Processing Facility Design Project and
Associated Design Phase or Phases

Drawing Design phase

Conceptual Preliminary Final

Site plan X X X
Process flow diagram (PFD) X X X
General arrangement drawing (GA) X X X
Utility flow diagram (UFD) X X X
Single-line electrical diagram X X X
Alternative design drawings X
Piping and instrumentation diagram (P&ID) X X
Floor plans X X X
Roof plans X X
Foundation plans (equipment and building) X X
Lighting plan X X
Reflected ceiling plan X X
HVAC X X
Controls diagrams X X
Fire protection plan X X
Plumbing details X
Construction drawings (package) X
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by a team of specialists including industrial and civil engineers, architects, and facility
designers (Lee, 1008).

Process flow diagrams (PFDs) are among the first drawings rendered. PFDs are con-
tinuously updated and are useful to the owners long after the facility design project is
closed. They show major steps or elements in plant processes. Process steps are repre-
sented by simple shapes that are interconnected by flow arrows. Materials, utilities, inputs,
and outputs are included for each step. Bowser (1999) provides examples and thoroughly
explains the use and utility of PFDs. Figure 19.3 shows a simple PFD of a portion of
tamale production line.

General Arrangement drawings (GA) show the physical layout of an area within a build-
ing or structure, including equipment and access space. Figure 19.4 is an example of a
GA of a portion of a meat processing line. GAs are used to efficiently build processes into
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Figure 19.3 Simple process flow diagram (PFD) of a portion of a tamale production line. Inputs
and outputs are shown enclosed in parallelograms and may include reference to other PFDs 
(if applicable); process elements are given in rectangles along with equipment numbers (if
applicable); and, materials and energy flow are shown by arrows. The numbered “bubbles”
identify flow arrows.
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a given space. Field personnel use GAs to set equipment into its proper place. Envelopes
are often outlined around equipment and adjacent areas to reserve space for maintenance
and operation activities. GAs may include architectural walls, windows and door open-
ings, equipment and process layout, personnel egress, vehicle lanes and movement, and
maintenance activity areas.

A utility flow diagram (UFD) is a specialized PFD that focuses on the connected utili-
ties of the facility. UFDs are often drawn for electrical, steam, water, natural gas, ammonia,
compressed air, ethylene glycol, and refrigerant connections. Single-line electrical dia-
grams are simplified representations of the plant’s electrical system that broadly show the
power flow of the various major components such as transformers, switch gear, main dis-
tribution panels, and motor control centers. Alternate design drawings are used only in the
conceptual phase and refer to any of the conceptual drawing types that are used to describe
alternate design paths. It is ultimately up to the facility owner to designate which of the
conceptual drawings are alternate. Piping and Instrumentation Diagrams (P&IDs) show
actual equipment, connections, piping details, line sizes, insulation, utility connections,
and other information needed to install a working process (Figure 19.5). P&IDs are
schematic only, are not dimensioned, and are not representative of the physical layout of
equipment and piping.

Floor, roof, foundation, lighting, and reflected ceiling plans, are all specific types of GA
drawings. Floor plans show details of floors, walls, openings, ramps, railings, mezzanines,
columns, and floor areas, including drains, slope, penetrations, and additional details
needed for construction. Roof plans detail the materials, framing, joist and girder details,
dimensions, pitch, penetrations, egress, foundations for roof-mounted equipment, ice
control, water drainage, and other details important to roof construction. Foundation plans
give footing requirements including materials, cross-sections, rebar size, and placement.
Lighting plans may include indoor and outdoor fixture locations, mounting heights, plots
demonstrating adequate intensities and uniformities of light, proposed hours of operation,
and maintenance schedules. Reflected ceiling plans show the location of lighting fixtures,
ceiling coverings, decorative materials, fire sprinkler heads, smoke detectors, and air ven-
tilation grills.

HVAC drawings detail the heating, ventilating, and air-conditioning systems of the facil-
ity, including refrigeration systems or process freezers, coolers, and heaters. Control dia-
grams describe the regulation of important process and facility systems such as HVAC,
building security, fire control, computer systems, and process operations. Fire protection
plans include information about items that may include fire resistive walls and partitions,
doors, fire extinguishers, alarms, lighting, smoke detectors, signs, fire suppression systems,
and egress pathways. Plumbing detail drawings provide information needed to construct
and connect piping to deliver and remove fluids to and from fixtures and equipment located
in or around the facility. Construction drawings encompass a complete set of drawings
needed to guide the builders in construction of a facility. Construction drawings may
include specific information for the following disciplines: civil/site, structural, 
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architectural, electrical, interior and furnishing, plumbing, HVAC, process piping, utility
piping, refrigeration, controls, electrical, and mechanical.

19.4.2 Planning

Outputs for the planning phase of the project include:

• Scope of work
• Goals and objectives
• Project schedule
• Identity of key participants
• Project budget
• Request for proposal (to solicit bids for facility design and construction)
• External interfaces (USDA, FDA)
• Planning session notes

Food processing facility design and construction require a great deal of organized plan-
ning. The material in this section was developed over many years of planning exercises
(Bowser, 1998). Information must be collected from a wide array of sources and com-
bined into documents that are simple to read and share with others. Some documents will
merely be checklists, or fill-in-the-blank sheets, while others will provide a detailed
summary of project requirements, such as the materials handling needs for a particular
ingredient.

Planning sessions should involve persons that represent all aspects of facility activity.
Examples are production, maintenance, supervision, sales, accounting, receiving, ware-
housing, distribution, human resources, management, engineering, research and develop-
ment (Bower, 1998), key suppliers (products and services), government agencies, and
consultants. Consultants include engineers, lawyers, insurance providers, and other spe-
cialists that may not be regularly employed by the company. Scheduled planning sessions
may proceed more smoothly when held at a convenient location that is free from normal
work distractions. It is often desirable to obtain an unrelated third party to take notes, lead,
and moderate planning sessions to retain objectivity and purpose. Having an agenda for
each planning session is highly recommended.

Many of the elements to consider when planning food-processing plants are given in
this section. Since each situation is unique, some elements may not apply and other impor-
tant elements may need to be added. Elements are not listed in any particular order of
importance. Lists of planning considerations are grouped under four headings:

(1) Cross-cutting and multi-category issues (Table 19.1 and Figure 19.1)
(2) Economic feasibility
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(3) Design
(4) Product

Examples and a brief explanation of the desired input are given for selected elements.

19.4.2.1 Cross-cutting and multi-category issues

The “Cross-cutting and multi-category issues” list contains elements that can be clas-
sified in two or more of the planning consideration areas of: i) economic feasibility; 
ii) design; and iii) product (numbers 2 through 4 listed above) and are discussed in the
order they appear in Table 19.1:

(1) Hygiene and sanitation
(a) Sanitary facilities (cleaning and sanitizing methods and systems

required)
(b) Standards

(i) Housekeeping
(ii) Raw materials handling and storage
(iii) Processed and finished product handling and storage
(iv) Waste handling procedures
(v) Current Good Manufacturing Practices (cGMPs)
(vi) HACCP program

(c) Waste treatment, handling, disposal and recovery
(i) Wastewater pretreatment
(ii) Secondary and tertiary wastewater treatment systems

(d) Facility design for cleanliness
(i) Cleaning and sanitation
(ii) Layout, materials flow
(iii) Materials handling
(iv) Grease trap location
(v) HVAC system pressure and balance
(vi) Building exterior
(vii) Floors and drains
(viii) Walls and ceilings
(ix) Ventilation (static pressure, temperature and humidity control,

filtration, makeup, and circulation)
(x) Lighting (interior and exterior)
(xi) Pest proofing
(xii) Surface treatments and coatings
(xiii) Truck and railcar sanitation
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(xiv) Warehouse wall clearance and isles
(xv) Ante rooms

(2) Market demographics
(a) Customer (location, age, income, habits, interests)
(b) Transportation methods, carriers, and routes
(c) Segmentation
(d) Sales
(e) Market forecast

(3) Research and development
(a) New technology and applications

(i) Design
(ii) Facility
(iii) Product

(b) Cost savings, waste reduction
(c) Time savings

(4) Safety and regulatory
(a) Personnel safety
(b) Environmental safety
(c) Product and process safety

(i) Metal detection
(ii) Line magnets and strainers
(iii) cGMPs
(iv) Explosion and other hazards

(d) Protective guards for doors, walls, and openings
(e) Alarm systems (facility and process)
(f) Regulatory requirements for products (local, state, federal, and 

international)
(5) Site selection

(a) Footprint size of the proposed facility (area)
(i) Footprint of individual areas (storage, cooler, processing, pack-

aging, etc.)
(ii) Plan view of the proposed facilities layout
(iii) Estimate of expansion requirements

(b) Utilities: Source(s) and cost to provide utility service as shown in Table
19.4. Review the impact of variable demand charges (if any) and lim-
itations on quantity (e.g., concentration of waste discharge to treatment
system). Consider including meters or other devices to record utility
usage and provide data for improving operating efficiency.

(c) Applicable code and permit requirements for business, construction,
and environmental (local, state, federal, and international)

(d) Expansion capability and space availability
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(e) Parking and access
(f) Delivery vehicles

(i) Truck drivers lounge
(ii) Railcar
(iii) Employee

(g) Fire and emergency vehicles
(i) Ice and snow removal
(ii) Special designation (inspector, visitor, customer, etc.)

(h) Local labor pool
(i) Local infrastructure (training facilities, hospitals, schools, services)
(j) Cropping practices
(k) Soil types
(l) Weather patterns

(6) Timing
(a) Startup and marketing
(b) Competition
(c) Emergent trends
(d) Economy
(e) Business
(f) News headlines (BSE, outbreaks, consumer health)

(7) Trends
(a) Consumer health and demand (organic, low-fat, nutritional)
(b) Technology research and development (nutraceuticals, high pressure

processing, ohmic heating)
(c) Packaging (e.g., recyclable, plastic versus glass, radio frequency iden-

tification device (RFID), microwaveable)
(d) Process (e.g., process and analytical technology (PAT), just-in-time,

lean manufacturing)
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Table 19.4 Utility Source, Availability, Capacity, Fee, and Rate

UTILITY SOURCE HOOK- CAPACITY RATE
(Provide Contact Name UP FEE (Maximum)

and Phone Number)

Electric kW $/kW
Natural Gas therm $/therm
Water liter $/1,000 liter
Sewage Liter per day $/1,000 liter
Solid waste Cubic meter per day $/cubic meter
Other



(e) Labor (salaries, benefit packages, training history, ethnic background)
(f) Facility design (single level, daycare, exercise facilities)
(g) Construction (favored materials and techniques of installation, design-

build, other)

19.4.2.2 Economic feasibility

(1) Return on investment required
(2) Cash available
(3) Interest rates and financing
(4) Budget estimate

(a) Facility
(b) Equipment
(c) Site
(d) Consulting services

(5) Marketing

19.4.2.3 Design

(1) Expansion
(a) Facility
(b) Process
(c) Waste treatment
(d) Central utilities
(e) Parking
(f) Access points and methods

(2) Test kitchen
(3) Research and development laboratory
(4) Pilot plant
(5) Seasonal processing requirements
(6) Softened water needs
(7) Energy and process materials recovery systems
(8) Gray-side maintenance (placement of service equipment and high-

maintenance portions of process equipment in rooms that are physically
separate from production)

(9) Type of construction (steel frame, concrete, panel, pre-packaged, etc.)
(10) Floor material and finish requirements or preference
(11) Drain types and locations
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(12) Overhead clearance available or required in designated areas (especially
processing)

(13) Description of access requirements to facility and dimensions of openings
(14) Flooring, walls and ceiling specifications in wash-down and special-use

areas
(15) Floor drain size, type and location in wash-down and process areas
(16) Type (drop-down, floor or wall) and number of utilities connections (elec-

tric, steam, water, air, etc.) in process areas
(17) Employee service facilities requirements

(a) Drinking water fountains
(b) Toilet and lavatory facilities
(c) Change rooms
(d) Training or class room
(e) Retiring room
(f) First aid
(g) Food service

(18) Process electrical equipment rating (wash-down, dust proof, explosion
proof, etc.)

(19) Electrical switch gear and motor control room location
(20) Emergency Power: Indicate the amount (size or percentage of area) and

temperature of refrigerated warehouse or facility area to be protected by
an emergency power source (if any)

(21) Process organization and flow
(a) Materials flow (product, waste, rework, packaging, ingredients, and

intermediates) and storage
(b) Personnel flow
(c) Data collection and manipulation

(22) Level of process automation desired for the facility (e.g., manual, semi-
automated, or fully automated)

(23) Level of packaging automation desired for the facility (e.g., manual, semi-
automated, or fully automated)

(24) Carton or case requirements for products
(25) Image desired for the facility (e.g., state-of-the-art, modern, or utility)
(26) Equipment preferences (suppliers, new or used)
(27) Flexibility (changeovers, seasonal packs or products, and future upgrades)
(28) Reliability of equipment (lifetime requirement)
(29) Structural materials available and preference
(30) Control systems preference
(31) Strategy for grouping separate refrigerated areas to maximize energy effi-

ciency, materials handling requirements and expansion needs
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(32) Freezer design, frost management, foundation protection
(33) Disaster protection (hurricane, flood, earthquake)

19.4.2.4 Product

(1) Describe the value-added products to be processed as shown by the exam-
ples given in Table 19.5. Include future requirements.

(2) Provide recipes and examples of product/packaging materials if available.
(3) Product and process safety

(a) Covers over exposed product and open containers
(b) Metal detection
(c) Line magnets and strainers
(d) cGMPs

(4) Determine how ingredients or raw materials will be delivered to the facil-
ity (truck, rail, barge, pipe, delivery size, pallet or container size, stacking
specifications, temperature, frequency, supply capability, and plans for han-
dling)

(5) Determine how packaging materials will be delivered to the facility (truck,
rail, barge, delivery size, frequency, pallet dimensions, stacking specifica-
tions, case size, plans for handling)

(6) Describe how finished goods leave the facility (frequency, pallet require-
ment, wrapping, coding, handling requirement)
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Table 19.5 Description of Product, Production Rate and Package

Product Production Rate Package

Min Max Period

Sports beverage in 500 per 750 per two, 10- Plastic bottle with shrink 
750ml container, minute minute hour shifts label. Six and twelve packs 
three recipes in 24 bottle tray cases 

with plastic over-wrap.
Baked dog biscuits 350kg 400kg one, 8-hour 1kg net weight in a mylar bag 

in four shapes per hour per hour shift in paper box
Pre-cooked, frozen 250 patties 300 patties two, 8-hour 100-count, poly bag with a 

sausage patties per per shifts twist-tie in a corrugated 
minute minute box



(7) Refrigerated storage requirement (volume or area or amount of pro-
ducts/materials/pallets) for proper handling, rotation and placement of goods
(a) Temperatures
(b) Raw materials (ingredients)
(c) Finished product
(d) Rework
(e) Long-term storage requirements for seasonal goods

(8) Ambient temperature storage requirement (volume or area or amount of
products/materials/pallets)
(a) Raw materials (ingredients)
(b) Finished product
(c) Packaging materials
(d) Rework
(e) Long-term storage for seasonal products (estimate)
(f) Incoming materials inspection and storage

(9) Describe the value-added products to be processed, as shown in the exam-
ples given in Table 19.5. Describe the physical properties of ingredients,
intermediate and final product(s) (include or forecast ingredients in future
plans). Intermediate products may be important in cases where physical
properties and/or handling requirements of the intermediates are unique
when compared to the ingredients and final product. Descriptions of ingre-
dients and value-added products may include the following information:
(a) Common name of ingredient, source or specification
(b) Density (weight per volume)
(c) Corrosive nature
(d) Viscosity (indicate temperature or range of temperatures)
(e) Sensitivity to air
(f) Sensitivity to temperature
(g) Sensitivity to moisture
(h) Sensitivity to materials (contact)
(i) Requirement for agitation or mixing
(j) Dustiness
(k) Flammability
(l) Volatility
(m) Reactivity
(n) Bridging
(o) Abrasive nature
(p) Toxicity
(q) Freezing point
(r) Boiling point
(s) Flowability
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(t) Particle size
(u) Stiffness
(v) Thermal properties
(w) Electrical properties

19.4.3 Conceptual design

Outputs that can be expected from the conceptual design phase include:

• Conceptual design studies
• Models
• Drawings (Table 19.3)
• Cost estimate (+/− 30%)
• Code review (building, process, environmental)
• Conceptual design schedule
• Major equipment (includes process, HVAC, and electrical) list and 

location plan
• Materials of construction
• Product and packaging specifications
• Production rates
• Area classification (clean-room, temperature or humidity control, hazardous

materials, etc.)
• Control systems requirements
• Structural material options

Conceptual design of a new food processing facility involves conceiving it in the
abstract, based on concrete instances, new knowledge, and visionary thinking. A thorough
identification and assessment of the design problem is carried out as the initial task of this
phase. Literature references such as books, catalogs, encyclopedias, journal articles, hand-
books, websites, and patents should be utilized as fully as reasonably possible. Lopez-
Gomez and Barbosa-Canovas (2005) recommend an evaluation of the socioeconomic
context of the plant design. They also outline the latest techniques for analysis of process
alternatives, and mathematical modeling of food processing systems and simulation of
food plants.

Conceptual design assembles all of the facts generated in the planning phase. 
Planning results and information obtained from references are integrated with other 
reliable information such as historical processing data, design data, laboratory and 
pilot plant studies, and research results. A model of an existing process (if available) is 
a useful starting place. Open issues are addressed by commissioning design studies
(Bowser, 1999).
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19.4.4 Preliminary design

Outputs expected from the preliminary design phase may include:

• Preliminary design studies
• Drawings (Table 19.3)
• Cost estimate (+/− 15%)
• Preliminary schedule
• Preliminary design calculations
• Major equipment (includes process, packaging, HVAC, and electrical) list

and location plan
• Preliminary construction specifications (structural materials options and

materials of construction)
• Area classification (e.g., bio-safety level, explosion, fire protection)
• Safety analysis
• Detailed building code analysis
• Civil engineering code review
• Control system functional specification
• Instrument list
• Electrical load data
• Lighting levels and fixture identification
• HVAC code investigation and operation plan
• Equipment motor list
• Design calculations
• Pipe sizing and specifications
• Environmental permits
• Utility loads investigation
• Building insulation specifications
• Equipment specifications
• Bid list and bid documents

Preliminary design supplies the details needed to make the conceptual design into 
a functioning food processing facility using currently available equipment, materials, 
and techniques. Design studies may be needed in this phase to evaluate alternatives and
to continue to develop conceptual design into full-scale operations (Bowser, 1999).

19.4.5 Final design

Final design phase typically produces outputs such as:

• Drawings (Table 19.3)
• Final cost estimate (+/− 10%)
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• Construction specifications
• Process equipment and installation
• Specifications
• Safety analysis
• Calculations
• Demolition plan
• Permits
• Instrumentation specifications
• Control system specifications
• Software design and specifications
• Software test plan
• Motor list
• Purchase order preparation
• Bid analysis

In final design, all of the documents necessary for facility construction are generated
and approved. Bid packages are sent to contractors and suppliers and subsequent quota-
tions are evaluated using predetermined procedures. Quantitative bid evaluation methods
are described by Bowser (1999). Based on the results, orders are sent to suppliers and con-
tractors. All drawings are checked and revised as needed.

19.4.6 Construction

The construction phase of the facility design process produces the following outcomes:

• Construction drawings
• Construction specifications
• Installation guidelines
• Punch list
• Operations and maintenance manuals
• Record drawings

Construction involves the physical phase and the beginning of the most visual aspects
of the project. Activities may include site grading, utilities installation, and concrete
pouring. In design-build projects, construction often starts before the final design 
has been completed. Any long-lead items (such as steel) require early orders. Environ-
mental permits and site remediation are examples of issues that are handled as early 
as possible.
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19.4.7 Startup

The start-up phase produces the following deliverables:

• Salable product
• Non-salable product
• Training classes/manuals

The final phase of facility installation is startup. Start-up includes the production of
salable and non-salable product at partial and full production speeds. Significant materi-
als and labor charges can be incurred during start-up, and unforeseen delays in this phase
can erode the confidence of management, financial supporters, and personnel. Record
drawings are completed by updating all drawings to reflect the installed and operating con-
ditions (Shore and Jowitt, 1971).

19.5 Conclusion

Food processing facility design is a challenging, dynamic, and exciting activity that
requires an organized, methodical approach to achieve success. Success is often celebrated
when the facility has fulfilled the requirements of the start-up phase on schedule and within
budget. However, true success is best measured by the long-term satisfaction of the plant
management, operations, maintenance, engineering, and cleanup crews. The intrinsic value
of advance planning and sound design and construction will be appreciated for many years
in a food processing facility that is profitable, simple to operate, maintain, and adaptable
to meet the changes of an industry that is forever in transition.
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20 Agricultural Waste Management in 
Food Processing

Conly L. Hansen and Dae Yeol Cheong

Utah State University, Logan, UT, USA

20.1 Introduction

The uncontrolled decomposition of waste from agricultural and agro-industrial sources
results in large-scale contamination of land, water, and air. Waste products from food pro-
cessing facilities include bulky solids, airborne pollutants, and wastewater. All of these
cause potentially severe pollution problems and are subject to increasing environmental
regulation in most countries. Generally, the wastewater is of most concern because food
processing operations involve a number of unit operations; such as washing, evaporation,
extraction, and filtration. The process wastewaters resulting from these operations nor-
mally contain high concentrations of suspended solids and soluble organics such as car-
bohydrates, proteins, and lipids, which present difficult disposal problems. Regulatory
agencies, such as the Environmental Protection Agency (EPA) in the United States, have
promulgated regulations on effluent for a variety of food processing industries. Table 20.1
summarizes pollution characteristics of wastewaters from food processing industries. In
the table, BOD, COD, and TSS mean biochemical oxygen demand, chemical oxygen
demand, and total suspended solids, respectively.

Technology to remove major pollutants, such as total dissolved and suspended solids
and organic materials in the food processing industry, can generally be classified into phys-
ical-chemical and biological, and land treatment. The most common practice until now
has been to dispose of them in landfills. As the methane and carbon dioxide released from
landfills is a major concern for global warming, biological treatment offers a clear method
of reducing wastes going to landfills. In addition, biological processes can lead to the pro-
duction of valuable products. Biological treatment can be sub-classified into aerobic and
anaerobic treatments. Under aerobic conditions, microorganisms convert carbohydrates,
lipids, and proteins in wastes into microbial biomass and carbon dioxide (CO2). Under
anaerobic conditions, wastes containing those components can be digested to yield
methane (CH4), which can be burned as a fuel source. Anaerobic treatment (anaerobic
digestion) is frequently cost-effective due to energy production through methane. Also,
ethanol or organic acids can be produced by the anaerobic microbiological process.

Myer Kutz (ed.), Handbook of Farm, Dairy, and Food Machinery, 609–661
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Not all agricultural and food processing wastes have a high organic content that is
amenable to biological treatment, and those with a low organic content, insufficient 
nutrients, and which contain toxic compounds, require physical-chemical treatment, such
as settlement, pH adjustment, chemical precipitation, coagulation, reverse osmosis, ion-
exchange, or adsorption. Cleaning wastewater to a point whereby it can be disposed of on
to land or into a receiving stream, requires treatment plants that are a mixture of physi-
cal-chemical and biological unit processes. However, biological treatment, particularly
anaerobic, is often the best and/or most cost effective alternative for economical pre-
treatment of food processing waste.

Key considerations in determining appropriate treatment technology are process oper-
ating cost, quantity and characteristics of waste, and market value of recovered products.
Because of the diverse nature of the various food processing wastes such as differences
in concentrations of carbohydrates, protein and fat, there are differences in treatment
methods. Unit processes including physical, biological, and chemical or other tertiary treat-
ment, are the parts common to all waste treatment systems. Treatment plants are assem-
bled from combinations of unit processes, and as the range of available unit processes, it
is possible to produce a final effluent of a specified quality from almost any type of influ-
ent wastewater. The quality of the final effluent required, the nature of wastewater, and its
volume all influence the unit processes selected in the design of a wastewater treatment
system. Descriptions of common unit processes are covered in this chapter. The waste
treatment systems most often used for the major food commodities, dairy, meat, poultry,
seafood, and vegetable processing, are listed. Also, this chapter introduces attractive
biotechnological processes in terms of re-use, conversion, and recovery of useful con-
stituent materials from food processing wastes.
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Table 20.1 Comparative Strengths of Wastewaters From Food Processing Industries

Waste BOD COD TSS pH Protein Fat
(mg/l) (mg/l) (mg/l) (mg/l) (mg/l)

Brewery 850 17,000 90 4–6 — —
Dairy 1,000–4,000 — 1,000–2,000 Acid 6–82 30–100
Farm 1,000–2,000 — 1,500–3,000 7.5–8.5 — —
Fish 500–2,500 — 100–1,800 — 300–1,800 100–800
Fruit 1,200–4,200 — 2,500–6,700 Acid — —
Meat 1,000–6,500 — 100–1,500 — 350–950 15–600
Potato processing 2,000 35,000 2,500–3,000 11–13 — —
Poultry 500–800 600–1,050 450–800 6.5–9.0 300–650 100–400
Silage 50,000 — Low Acid — —
Slaughterhouse 1,500–2,500 — 800 11–13 — —
Vegetable 1,000–6,800 — 100–4,000 Acid — —



20.2 Common Unit Processes Employed 
in Food Waste Treatment

Commonly used food processing waste treatment methods include those listed below.
The order of presentation has relevance to frequency of use from first to last, but this is
not quantified and can vary from country to country (Hansen and Wrigley, 1997; Gosta,
1999; Hansen and Hwang, 2003). Later in this chapter, waste treatment methods are
described in more detail.

20.2.1 Land application of untreated or 
partially treated waste

This is one of the least expensive methods, if inexpensive land is available with good
drainage and local regulations allow it. However, cheap land is often not available and the
problems with this technology include possible odor nuisance, salt buildup in the soil,
standing water, and maintenance difficulties. The success of this method depends upon the
use of proper application rates. Effective pretreatment of the wastewater is helpful. Waste-
water high in organic matter should be screened prior to irrigation. The soil can do an
excellent job of removing nutrients and pathogens from waste.

20.2.2 Sedimentation, settling and chemical precipitation

Sedimentation or settling of solids can occur in collecting ponds or lagoons, or in basins
designed for this.

20.2.3 Dissolved air flotation (DAF)

DAF is extremely useful and efficient to remove fats, oils, and grease (FOG) and can
remove significant quantities of other pollutants. A DAF unit can remove up to 90% of
FOG (FOG) and 50% of biochemical oxygen demand (BOD). These high removal rates
almost surely require pH adjustment and chemical addition. Even so, DAF is often the
unit process of choice for food processing waste.

20.2.4 Stabilization ponds

Oxygen is provided by the algal population. These ponds have a relatively large 
surface to volume ratio and thus sunlight reaches algae that produce O2 by photosynthesis.
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Stabilization ponds require a relatively large land area and may be impractical for that
reason.

20.2.5 Aerated lagoons

The active biomass in the lagoon is low, thereby requiring longer periods of aeration
for comparable performance to other aerobic processes, such as the activated sludge
process. Aerated lagoons are not vigorously mixed, so there is solids sedimentation. The
aerated lagoon is often facilitative (part with O2 and part without), thus organic matter is
actually removed through a combination of physical separation, aerobic, and anaerobic
stabilization.

20.2.6 Anerobic lagoons

The biological degradation of organic material occurs in the absence of dissolved
oxygen. Organic materials are converted to organic acids, carbon dioxide, and methane.
In addition, odiferous gases including ammonia and hydrogen sulfide are produced in small
quantities.

20.2.7 Other anaerobic processes

Anaerobic digestion is often thought of primarily for solids destruction. The energy that
is produced as methane is a reason to consider the process. Improved methods to utilize
the energy in the biogas are now available. The electricity that is generated is considered
“green” energy yielding carbon credits. Anaerobic digestion requires control of pH 
value and this can be costly. Anaerobic systems generally produce much less sludge than
aerobic one.

20.2.8 Activated sludge process

The process provides aerobic biological treatment employing suspended growth of bac-
teria. Organisms separated from the treated effluent by sedimentation are returned back to
an aerated chamber. This makes the solids retention time much longer than the hydraulic
retention time and thus improves process results.
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20.2.9 Membrane processes

Reverse osmosis, diafiltration, electrodialysis, ultrafiltration, are some of the methods
used. These processes can yield salable products from some wastes, such as whey protein
from whey.

20.2.10 Chemical methods

A chemical method is often used in combination with other methods. When used singly,
it may have the disadvantage of relatively high cost with often nominal effectiveness in
organic matter removal. Metals, such as calcium or iron may be used to aid certain unit
processes. Adding polyelectrolytes improves the efficiency of other unit processes such 
as DAF.

20.2.11 Trickling filters

These have a fixed support medium to maintain the active organisms within the waste-
water stream. Some unique plastic media have been developed for this purpose. Stones
have also been commonly used. Organic matter is absorbed on to the fixed biological film
and is subsequently oxidized.

20.2.12 Rotating biological discs

Rotating biological discs are a modification of the trickling filter process, whereby 
a fixed biological film is rotated through the wastewater. A large biological surface is 
provided by a series of closely spaced discs mounted on a rotating horizontal shaft. 
The device usually works in the presence of oxygen or it can be used for anaerobic 
treatment.

20.2.13 Disinfection

Disinfection is the removal or inactivation of pathogenic microorganisms. Chemical
agents, commonly chloride or its derivatives, may be used or the water may be exposed
to ultraviolet (UV) light or radiation. Ozone is becoming more widely used as a disinfec-
tant (Table 20.2).
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20.3 Characteristics of Wastes and Treatment Types

Food processing wastes are rich in organic materials and thus are often readily degraded
biologically. Generally, these wastes contain sufficient nitrogen, phosphorous, and trace
elements for biological growth. The volume and strength of solid and liquid wastes from
food processing depends on the type of process, and the size and age of the plant, as well
as the season.

The primary objective of the U.S. Clean Water Act (CWA) is to restore and maintain
the chemical, physical, and biological integrity of the nation’s waters. To prevent con-
tamination and deterioration of water quality, wastewaters from industrial, commercial,
and residual activities are treated at Wastewater Treatment Plants (WWTPs). Currently,
more than 80% of industrial wastewater, including food processing wastes, is treated 
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Table 20.2 Comparison of the Characteristics of Chlorine, Ozone, and Ultraviolet
Radiation in Wastewater Effluent Disinfection

Characteristic Chlorine Ozone Ultraviole Radiation

Effectiveness as Very effective Effective against Effective against 
a disinfectant against bacterial bacteria, thought to microbial cells, 

cells, much less so be a better viricide Dosage must allow 
against bacterial than chlorine for the UV damage-
spores or the repair systems of 
oocysts of a microbes
parasite

Toxic residuals Chlorine residuals Dissipates rapidly, No toxic residuals 
of products possible unless little or no residual formed

dechlorination formation
used, potentially
toxic halogenated
organics may be
formed

Penetration High High Moderate suspended 
solids interface, UV
lamps require 
frequent cleaning

Cost Low if no Moderately high, but Moderately high
dechlorination is becoming competitive
required with  chlorination/

dechlorination



in publicly owned treatment works (POTWs) with or without pretreatment at the plant. 
A plant may use a municipal wastewater treatment system directly without private 
treatment facilities. In this case, the increased cost to treat the waste will be passed on 
to the users, including food processing plants as municipalities are required to install new
or remodel existing wastewater treatment facilities. Therefore, food processing industries
that pretreat in privately owned wastewater treatment works are increasing (McFarland,
2001).

Food processing wastewater treatment may consist of physical unit processes such as
screening, flow equalization, air flotation, sedimentation, etc., normally followed by some
type of biological treatment. If space is available, land treatment or pond systems are the
frequently-used treatment methods. Possible biological treatment systems include trick-
ling filters, activated sludge, aerated, facultative, or anaerobic lagoons, and other types of
anaerobic digestion.

20.3.1 Dairy processing waste

Milk production had steadily grown over the past 30 years, such that the dairy indus-
try has now become the major agricultural processing industry in the United States. Waste-
water originates from two major processes, from fluid milk itself at reception and bottling
plants, but more importantly at the processing plants that produce butter, cheese, evapo-
rated and condensed milk, milk powder, and other milk products. Milk has a BOD value
of 100,000mg/l and washings from plants producing butter and cheese can have a BOD
ranging between and 1,500–3,000mg/l. Dairy wastes are dilutions of whole milk, sepa-
rated milk, butter milk, and whey. They are high in dissolved organic matter mainly in the
form of the proteins (3.8%) and lactose (4.5%) but low in suspended solids, except for the
fine curd found in cheese processing wastes. Nitrogen and phosphorous are also present,
which originate mainly from milk proteins (Guillen-Jimenez et al., 2000). Apart from
whey, derived from the manufacture of cheese which is acidic, most dairy processing
wastes are neutral or slightly alkaline but have a tendency to become acidic rapidly due
to the fermentation of lactose to lactic acid. The average composition of milk, milk by-
products, and cheese processing wastes are given Table 20.3.

The most visible source of waste in the dairy processing plant is in the whey resulting
from the various cheese processing operations. Whey is a unique part of dairy processing
wastewater because of its high pollution potential and quantity. About 9kgs of whey is
produced for every kg of cheese produced. In cottage cheese production, the curd is more
fragile than rennet curd produced in other types of cheese. Thus, the whey and wash water
BOD can be increased if mechanical washing processes are used. In cheddar cheese pro-
duction, the whey drained during cheddaring (matting of curd) and processing should be
collected and combined with the whey. In Swiss cheese manufacture, appreciable whey is
lost in the transfer of the curd from vat to draining table. In Provance and Mozzarella
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cheese manufacture, the milling, mixing, and molding of the curd produces high fat, low
pH (5.1–5.3) wash water (Harper, 1974; USEPA, 1971).

Dissolved air flotation (DAF) is one of the most useful waste treatment processes for
several types of food processing wastes, including dairy processing waste. Lagoons and
stabilization ponds are often used where conditions allow. Odor from any waste treatment
process open to the air is becoming a more serious problem and impediment for using
uncovered lagoons. Figure 20.1 summarizes various processes used in the treatment of
whey that yield end products. Whenever a saleable end product can be produced, it is often
going to be the treatment of choice, even if the plant only breaks even in the process.
Sludge disposal is becoming an increasingly difficult problem to solve. Details of the
various processes used in the dairy industry, with specific reference to wastewater pro-
duction, are given by Nemerow and Agardy (1998).

20.3.2 Meat, poultry, seafood processing waste

Meat, poultry, and seafood processing waste have many similarities. These wastewaters
are high in dissolved and suspended organic matter, in particular proteins and fats, are high
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Table 20.3 Composition and Organic Strength of Milk Products and Associated Waste
Products (Nemerow, 1978)

Characteristics Whole milk Skim Buttermilk Whey Process
(mg/l) Milk (mg/l) (mg/l) Wastes

(mg/l) (mg/l)

Total solids 125,000 82,300 77,500 72,000 4,516
Organic solids 117,000 74,500 68,800 64,000 2,698
Ash solids 8,000 7,800 8,700 8,000 1,818
Fat 36,000 1,000 5,000 4,000
Soluble solids 3,956
Suspended solids 560
Milk sugar 34,000 46,000 43,000 44,000
Protein (Casein) 38,000 39,000 36,000 8,000
Organic nitrogen 73.0
Free ammonia 6.0
Na 807
Ca 113
Mg 25
K 116
P 59
BOD 102,500 73,000 64,000 32,000 1,890



in organic nitrogen and grease, and may contain a significant amount of pathogens. Slaugh-
terhouse and meat packing wastewaters are strong and unpleasant, being comprised of
faces and urine, blood washings from carcasses, floors, and utensils, and the undigested
food from paunches of slaughtered animals.

The type of waste treatment for these wastes often includes (Ockerman and Hansen,
2000, Hansen et al., 1984):

• Screens and fat traps. The main task is to remove particles contained in the
wastewater;

• Flotation with some chemical addition, to remove suspended solids and 
emulsified fats;

• Aeration of the waste to minimize organic and nitrogen load;
• Anaerobic lagoons to destroy organic solids;
• Biofilters, carbon filters, and scrubbers to control odors and air emissions;
• Disinfection of the final effluent, when high levels of bacteria are found. Use

of chlorine compounds is one good alternative, ultraviolet light may also be
used; and

• Anaerobic digestion.

20.3.3 Fruit and vegetable processing waste

Waste from fruit and vegetable processing is similar in nature to the food itself. Some
processes give rise to large volumes of weakly polluted effluents such as vegetable washing
water, which only contains soil and small amounts of organic matter. More concentrated
wastewaters come from processes that either prepare the food or transform it in some way,

20: Agricultural Waste Management, Hansen and Cheong 617

Whole liquid whey

Condensation Demineralization Ultrafilteration

Whey protein
concentrate 

Whey permeate 

Edible protein 

Drying 

Dried whey, 
Whey protein
concentrate 

Human
food

Animal
feed

Nanofilteration,
Ion exchange

Infant
food

Reverse osmosis 

Refined lactose

Hydrolysed 

Fermentation 
products

Figure 20.1 Schematic presentation of whey processing into various saleable products.



such as blanching of vegetables. Cannery wastewaters are essentially the same as domes-
tic kitchen waste. The waste originates from trimming, culling, juicing, and blanching of
fruit and vegetables. The wastewaters are high in suspended solids, and colloidal and dis-
solved organic matter, the main components being starch and fruit sugars. For example,
85–90% of the organic wastes from a pineapple cannery is sugar in the form of sucrose
(Nemerow and Agardy, 1998). Sugar beet waste is also comprised of sugars, 95% of which
is sucrose with raffinose making up most of the remainder, although the waste is particu-
larly low in nitrogen and phosphorous. The sugars are leached from cut and damaged sur-
faces into the transport and wash-water circuits. The accumulated sugars are rapidly
catabolized in the circuits to short chain aliphatic carboxylic acids, so that the wastewater
requiring treatment is comprised almost exclusively of these acids. However, at low pH
concentrations, offensive odors from volatile fatty acids and sulfides can be generated, and
sufficient lime (CaO) must be added to maintain circulating water at neutral pH (Shore 
et al., 1984).

Common fruit and vegetable waste treatment processes are (Jones, 1994; Carawan 
et al., 1979):

• Screening: an effective separation and segregation of the solids in the efflu-
ent will often be the first step in the waste treatment. The effectiveness of this
depends on the physical properties of the particles, including size, density,
and concentration, and on the capability of the equipment for their 
separation;

• Trickling filters;
• Sedimentation, settling and chemical precipitation;
• Activated sludge process;
• Aerated lagoons and stabilization basins. They are used when land is 

available;
• Anaerobic lagoons;
• Anaerobic digestion;
• Fungal Treatment: selected strains of fungi are used mostly on waste from

corn and soy bean processing plants. The mycelium can be harvested by 
filtration and has utility as a feed product; and

• Tertiary (chemical, chlorine, ultraviolet light): used when the bacteria con-
tents is too high and to reduce odors.

20.3.4 Brewery and distillery waste

Brewery and distillery wastewaters are high in dissolved solids, which contain nitrogen
and fermented starches and their products. Fermentation wastes and in particular spent
yeast is extremely concentrated with BOD (2,000–15,000mg/l), total nitrogen (800–
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900mg/l), and phosphate (20–140mg/l), almost entirely present in the dissolved or col-
loidal fractions with the suspended solids content rarely in excess of 200mg/l. The brewing
and distillation process generates a unique, high-strength wastewater as a by-product. The
wastewater typically has a high concentration of BOD from the carbohydrates and protein
used in brewing beer. Brewery wastewater usually has a warm temperature (>100°F
(38°C)).

Common brewery and distillery waste treatment processes include (Ochieng et al.,
2002; Petruccioli, et al., 2002).

• Activated sludge process;
• Other aerobic technology: reactor configurations such as sequencing batch

biofilm reactor and aerated continuously stirred-tank reactor are employed;
• Sedimentation, settling, and chemical precipitation;
• Anerobic digestion: Technologies, using anaerobic sequencing batch reactor,

upflow anaerobic sludge blanket reactor, fixed bed anaerobic reactor, etc.;
• Anaerobic lagoons;
• Coagulation and flocculation;
• Disinfection and chemical treatment: treatment with ozone and with

ozone/hydrogen peroxide, both followed by granular activated carbon. Treat-
ment with ozone, ozone plus ultraviolet light (UV), and ozone plus UV light
in the presence of titanium dioxide; and

• Chemical conditioning: The treatment is used for conditioning of sludge gen-
erated in electo-flocculation treatment of fermentation wastewater.

20.4 Physical-Chemical Treatment Process

The following discussion gives more information about specific treatment processes.
These are all treatment processes used in food waste treatment.

20.4.1 Screening

Screening is usually the first unit operation in a wastewater treatment processes. A
screen is a device with openings, generally of uniform size, that is used to retain the coarse
solids present in wastewater. The screening element consists of parallel bars, rods or wires,
grating, wire mesh, or perforated plate. The openings may be of any shape but are gener-
ally circular or rectangular slots. The materials removed by these devices are called
“screenings.” The head loss through the process is normally the parameter used to deter-
mine the efficiency of screening.
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20.4.1.1 Screens

Screens include the inclined disk type or cylindrical, tangential, vibrating, and drum
type. An advantage of the tangential screen is that it is mostly self-cleaning. The applica-
tion for screening ranges from primary treatment to the removal of residual suspended
solids in the effluent from biological treatment processes. The head loss can be estimated
using the following equation:

where
hL: head loss [m]
C: coefficient of discharge for the screen (@ 0.60)
g: acceleration due to gravity (m/s2)
Q: discharge through screen (m3/s)
A: effective open area of submerged screen (m2)

20.4.1.2 Bar racks

Bar racks are normally used to protect pumps, valves, pipelines, and other facilities from
damage or clogging by rags and large objects. Industrial waste plants may need them,
depending on the character of the wastes. The following equation is used to calculate head
loss through the bar rack:

where
hL: head loss (m)
0.7: an empirical discharge coefficient to account for turbulence
V: velocity of flow through the openings of the bar rack (m/s)
v: approach velocity in upstream channel (m/s)
g: acceleration due to gravity (m/s2)

20.4.2 Sedimentation (settling)

Sedimentation is the separation of suspended particles that are heavier than water by
gravitational settling. In most cases, the primary purpose is to produce a clarified effluent,
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but it is also necessary to produce concentrated sludge that can be easily handled and
treated. There are four types of sedimentation and it is common to have more than one
type of settling occurring at a given time. In fact, it is possible to have all four occurring
simultaneously during the sedimentation operation.

20.4.2.1 Discrete particle sedimentation (Type 1)

This is the sedimentation of particles in a suspension of low solid concentration. 
Particles settle as individual entities, and there is no significant interaction with 
neighboring particles. Sedimentation of grits and sand particles from wastewater are 
type 1.

20.4.2.2 Flocculant sedimentation (Type 2)

This refers to a rather dilute suspension of particles that coalesce or flocculate 
during the sedimentation operation. By coalescing, the particles increase in mass and 
settle at a faster rate. This process is used to remove a portion of the suspended 
solids in untreated wastewater in primary settling facilities and in upper portions 
of secondary settling facilities. It is also used to remove chemical floc in settling 
tanks.

20.4.2.3 Hindered (or zone) sedimentation (Type 3)

This refers to suspensions of intermediate concentration in which inter-particle forces
are sufficient to hinder the settling of neighboring particles. The particles tend to remain
in fixed positions with respect to each other and the mass of particles settles as a unit. It
occurs in settling devices where a solids-liquid interface develops at the top, commonly
used in conjunction with biological treatment facilities.

20.4.2.4 Compression sedimentation (Type 4)

Compression takes place from the weight of the particles, which are constantly being
added to the structure by sedimentation from the supernatant fluid. It usually occurs in the
lower layers of a deep sludge mass, such as in the bottom of deep secondary settling and
sludge thickening facilities (Eckenfelder, 1961).
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20.4.3 Flotation

Flotation is a unit operation used to separate solid or liquid particles, such as grease
from a liquid phase. Separation may be enhanced by introducing fine gas (usually 
air) bubbles into the liquid phase. The bubbles attach to the particles and the buoyant 
force of the combined particle and gas bubbles cause the particle to rise to the surface.
Particles that have a higher density than the liquid can thus be made to rise. The rising of
particles with lower density than the liquid can also be facilitated (e.g., oil suspension in
water).

In wastewater treatment, flotation is used principally to remove suspended matter. 
The principal advantage of flotation over sedimentation is that very small or light parti-
cles that settle slowly can be removed more completely and rapidly. Once the particles
have been floated to the surface they are removed by a skimming operation (Eckenfelder,
1961).

20.4.3.1 Dissolved air flotation

In this system, air is dissolved in wastewater held under high pressure. This is followed
by release of pressure to atmospheric pressure level. In small systems, the entire flow may
be pressurized to 275–350kPa (40–50psi) with compressed air added at the pump suction.
In larger units, a portion of the effluent is recycled, pressurized, and semi-saturated with
air. The recycled flow is mixed with the unpressurized main stream and the air finally
comes out of solution.

20.4.3.2 Air flotation

Air that is injected directly into the liquid phase through a revolving impeller or through
diffusers forms air bubbles to provide the buoyant force. Aeration alone for a short period
is not particularly effective in flotation of solids.

20.4.3.3 Vacuum flotation

Wastewater is saturated with air and then a partial vacuum is applied. This causes the
dissolved air to come out of solution as fine bubbles. The solid particles attached to 
the bubbles rise to the surface to form a scum layer, which is removed by a skimming
mechanism.
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20.4.3.4 Chemical additives

Chemicals such as aluminum, ferric salt, activated silica, and organic polymers are used
to aid the flotation process. These chemicals function to create a surface or a structure that
can easily absorb or entrap air bubbles.

20.4.4 Filtration

Filtration is usually a polishing step to remove small flocs or precipitant particles.
Although filtration removes many pathogens from water, filtration should not be relied
upon for complete health protection.

The most commonly used filtration processes involve passing water through a station-
ary bed of granular medium that retains solids. Several modes of operation are possible
in granular medium filtration including: downflow, upflow, biflow, pressure, and vacuum
filtration. Among these, the most common practice is gravity filtration in a downward
mode, with the weight of the water column above the filter providing the driving force.

Solids removal with granular medium filters involves several complicated processes.
The most obvious process is the physical straining of particles too large to pass between
filter grains. Removal of particles and floc in the filter bed depends on mechanisms that
transport the solids through the water to the surface of the filter. Transport mechanisms
include settling, inertial impaction, diffusion of colloids into areas of lower concentrations,
and to a lesser extent, Brownian movement and van der Waals forces. Brownian motion
is the random, thermal motion of solutes due to their continuous bombardment by the
solvent molecules.

Removal begins in the top portion of the filter. As pore openings are filled by the fil-
tered material, increased hydraulic shear sweeps particles farther into the bed. When the
storage capacity of the bed has become exhausted, the filter must be cleaned. Hydraulic
backwashing is the most used method to clean the filter. Backwash water containing the
accumulated solids is disposed of and the filter can then be reused.

The smaller the size of granular media, the smaller the pore openings through which
the water must pass. Small pore openings increase filtration efficiency not only because
of straining but also because of other removal mechanisms. However, as size of pore open-
ings decrease, head loss through the medium increases, resulting in a diminished flow rate.
Larger media increase pore size, reduce head loss, and increase flow rate, but filtration
efficiency decreases (Cheremisinoff, 1993).

20.4.4.1 Slow sand filter

This was the first filter to be used for water purification during the 1800s. These filters
were constructed of fine sand with an effective size of about 0.2mm. The small size
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resulted in virtually all of the suspended material being removed at the filter surface. Slow
sand filters have large space requirement and are capital intensive. Additionally, they do
not function well with highly turbid water since the surface plugs quickly, requiring fre-
quent cleaning.

20.4.4.2 Rapid sand filter

This filter was developed to alleviate difficulties of the slow sand filter. Sizes range from
0.35 to 1.0mm or even larger, with effective sizes of 0.45–0.55mm. These larger sizes
result in a rate of filtration an order of magnitude larger than that of the slow sand filter.

20.4.4.3 Dual media filters

Dual media filters are usually constructed of silica sand and anthracite coal. The large
pores in the anthracite layer remove large particles and flocs, while most of the smaller
material penetrates to the sand layer before it is removed. Dual media filters thus have the
advantage of more effectively utilizing pore space. A disadvantage of dual media filters is
that the filtered material is held loosely in the anthracite layer. Any sudden increase in
hydraulic loading removes particles from the anthracite layer and transports them to the
surface of the sand layer, which results in rapid binding at this level.

20.4.4.4 Mixed media filters

The ideal filter would consist of medium-sized granules graded evenly from large at the
top to small at the bottom. This can be accomplished by using three or more types of media
with carefully selected size and density. Dual and mixed media filters make possible the
direct filtration of water of low turbidity without settling operations.

20.4.5 Coagulation and flocculation

Coagulation is the destabilization of colloidal particles. The particles are essentially
coated with a chemically sticky layer that allows them to flocculate (agglomerate) and
settle in a reasonable period of time. Coagulation of waters to aid their clarification has
been practiced since ancient times. Many naturally occurring compounds from starch to
iron and aluminum salts can accomplish coagulation. In addition, synthetic cationic,
anionic, and nonionic polymers are effective coagulants but are usually more costly than
natural compounds. The most common coagulants are alum (aluminum sulfate) and iron
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salts, with alum being the most extensively used agent. The multivalent characteristic of
these cations strongly attracts them to charged colloidal particles and their relative insol-
ubility ensures their removal to a high degree (Guibai and Gregory, 1991).

Activated silica is another commonly used coagulation agent. Sodium silicate (Na2SiO3)
is activated by acidification. When a concentrated solution of sodium silicate is acidified,
it becomes over saturated with respect to the precipitation of SiO2. The precipitation
process begins with the formation of polysilicate polymers that contain —Si—O—Si—
linkages (Stumm et al., 1967). Ozone has been found to be an effective coagulant aid.
Low dosages (<3 mg/l and often 0.5–1.5mg/l) are most effective and overdosing can actu-
ally deteriorate coagulation. Ozone does not improve ultimate particle removal but facil-
itates the removal of readily coagulatable material with greater economy of coagulant
(Singer, 1990).

20.4.5.1 Mixers

Because coagulation reactions are rapid, a short detention time is all that is necessary,
but a high degree of turbulence is required. Velocity gradient values (G) up to 5000s−1

have been used. Mixing units should be designed for the maximum day flow. Letterman
et al. (1973) found the following empirical correlation that relates the key parameters of
G, tdopt, and concentration of coagulant for an impeller rapid mixing device using alum as
a coagulant:

G·tdopt·C1.46 = 5.9 × 106

where
tdopt is the optimum detention time
C is the concentration of alum (mg/l)

Conditioning chemicals are added to sludge to aid dewatering. High-shear conditions
in the mixer can destroy the structure of sludge.

20.4.5.2 Flocculators

There are a wide variety of devices that can be used to accomplish the gentler mixed
required for flocculation. Basins with mechanically driven paddles and pneumatic floccu-
lators are common. Devices in the hydraulic category are pipes, baffled channels, pebble
bed flocculators, and spiral flow tanks. Head loss calculations are made from basic fluid
mechanical principles.

Flocculators are commonly designed to have Gtd values in the range 104–105. G values
may range from 10 to 60s−1 and detention time is typically in the range 15–45min. Mixing
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in an individual flocculator basin causes the hydraulic flow regime to approach complete
mixed conditions. Therefore, it is desirable to have two or more basins in series to ensure
that all particles are exposed to the mixing for a significant amount of total detention time
and to promote plug flow through the system as a whole.

20.4.6 Chemical precipitation

Chemical precipitation in food wastewater treatment involves the addition of chemicals
to alter the physical state of dissolved and suspended solids and to facilitate their removal
by sedimentation. Chemical precipitation processes, in conjunction with various physical
operations, have been developed for the complete secondary treatment of untreated waste-
waters, including the removal of either nitrogen or phosphorous, or both. The chemicals
added to wastewater interact with substances normally present in the wastewater. Common
reactions are those with alum, lime, ferrous sulfate (coppers) and lime, ferric chloride,
ferric chloride and lime, and ferric sulfate and lime (McFarland, 2001).

Other chemical precipitation processes have also been developed to remove phospho-
rous by chemical precipitation and are designed to be used in conjunction with biological
treatment. The removal of phosphorous from wastewater involves the incorporation of
phosphate into suspended solids and the subsequent removal of those solids. Agents used
to precipitate dissolved phosphorous are salts of the chemicals calcium, iron, or aluminum.
The chloride and sulfate salts of Fe2+ and Fe3+ can be used. The chemistry of phosphate
precipitate formation is complex because of complexes formed between phosphate and
metals and between metals and other ligands in the wastewater. Side reactions of the metals
with alkalinity to form hydroxide precipitates are another factor to be considered (Jenkins
and Hermanowicz, 1991).

20.4.7 Disinfection

Disinfection refers to operations aimed at killing pathogens. Sterilization, the complete
destruction of all living matter, is not usually the objective of disinfection. A good disin-
fectant must be toxic to microorganisms at concentrations well below the toxic thresholds
to humans and higher animals. Additionally, it should have a fast rate of kill and should
be persistent enough to prevent regrowth of organisms in the distribution system.

Pathogenic kill efficiency is not the only consideration in selecting a disinfectant. The
characteristics of a good disinfectant are:

• effective kills of pathogenic microorganisms;
• non-toxic to humans or domestic animals;
• easy and safe to store, transport, and dispense;
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• non-toxic to fish and other aquatic species;
• low cost;
• easy and reliable analysis in water; and
• provides residual protection in drinking water.

Many chemical agents have been used as disinfectants, including chlorine, bromine,
iodine, ozone, phenols, alcohols, hydrogen peroxide, quaternary ammonium compounds,
heavy metal based compounds, and various alkalis and acids. In addition, the disinfectant
properties of physical agents such as ultraviolet radiation (UV) and ionizing radiation have
also been investigated (Rhyner et al., 1995). Three of the above, chlorine, ozone, and UV
radiation, will be discussed here. Some of the properties of chlorine, ozone, UV radiation
are compared in Table 20.2.

20.4.7.1 Chlorination

Chlorine may be applied to water in gaseous form, Cl2, or as an ionized product of
solids, Ca(OCl)2 or NaOCl. The reactions in water are:

Cl2 + H2O → H+ + HOCl + Cl−

Ca(OCl)2 → Ca2+ + 2OCl−

NaOCl → Na+ + OCl−

where
Ca(OCl)2 is calcium hypochlorite
NaOCl is sodium hypochlorite
HOCl is hypochlorous acid
OCl is hypochlorite ion.

Chlorine in various forms, especially hypochlorite salts, has been successfully used to
sanitize utensils and equipment in dairy and other food-processing industries. Hypochlo-
rites are considered GRAS substances and thus are permitted in various food applications
in the United States. Chlorine compounds are effective and inexpensive disinfectants. 
For example, use of hypochorite dip or spray is effective in controlling bacterial contam-
ination of fruits and vegetables. In the egg industry, chlorine compounds are used in the
wash water to decrease the load of spoilage and pathogenic microorganisms (Kim et al.,
1999).

At low concentrations, chlorine probably kills microorganisms by penetrating the cell
and reacting with the enzymes and protoplasm. At higher concentrations, oxidation of the
cell wall will destroy the organism. Factors affecting the process are:
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• forms of chlorine
• pH
• concentration
• contact time
• types of organism
• temperature

Chlorine compounds have a few drawbacks that increasingly limit their use in the food
industry. Chlorination may lead to the formation of toxic or carcinogenic chlorinated
organic compounds in wastewater and food or food surfaces. In addition, the residual chlo-
rine may be toxic to aquatic life in receiving waters. This has brought about environmen-
tal regulations requiring dechlorination of wastewater effluent before discharge (Wei 
et al., 1985).

20.4.7.2 Ozonation

Ozone (O3) can be produced in a high strength electrical field from pure oxygen or from
the ionization of clean dry air:

Ozone is a powerful oxidant, which reacts with reduced inorganic compounds and with
organic material including vigorous reactions with bacteria and viruses. It is reported to be
more effective than chlorine in inactivating resistant strains of bacteria and viruses. Because
ozone is chemically unstable it must be produced on-site and used immediately. Ozone has
a low solubility in water and thus must be mixed thoroughly with the water to ensure ade-
quate contact. This can be a problem when air is used as the oxygen source, since large
volumes of nitrogen must also be handled. Ozone inactivates microorganisms less effec-
tively when they are on food surfaces rather than in low ozone-demand liquid media 
(Steihelin and Hoigne, 1985; Stover and Jarnis, 1981). Inactivation of microflora on food
by ozone depends greatly on the nature and composition of food surface, the type of micro-
bial contaminant, and the degree of attachment or association of microorganisms with food.
The cost of ozone disinfection is greater than chlorine disinfection. However, recent
advances in ozone generation technology have made it more competitive (Kim et al., 1999).

20.4.7.3 Ultraviolet radiation

Irradiation with ultraviolet light is a promising method of disinfection. This method is
effective in inactivating both bacteria and viruses. Ultraviolet (UV) light occupies a wide
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band of wavelengths in the non-ionizing region of the electromagnetic spectrum between
X-rays (200nm) and visible light (400nm). For practical purposes, the UV spectrum can
be subdivided into three regions:

(1) short-wave UV (UVC) with wavelengths 200–280nm
(2) medium-wave UV (UVB) with wavelengths 280–320nm
(3) long-wave UV (UVA) with wavelengths 320–400nm

The intensity of UV radiation is expressed as irradiance as or intensity flux (WM−2),
while the dose, a function of the intensity and time of exposure, is expressed as radiant
exposure (Jm−2) (Bintsis et al., 2000).

UV radiation is produced by low-pressure mercury lamps. These lamps generate about
85% of their output radiation at a wavelength of 254nm, which is effective in disrupting
the nucleic acids (DNA and RNA) of cells or viruses. Because UV radiation is a physical
disinfecting agent, it is thought that no toxic residuals are produced, as occurs in the use
of chlorine disinfection. Until recently, UV radiation has not received much consideration
as a means of the disinfection of wastewater effluent because it is easily absorbed by sus-
pended solids and other UV-absorbing materials often found in wastewater effluent
streams. However, with improved tertiary treatment, many wastewater effluents have much
lower concentrations of solids and dissolved chemicals so that UV treatment for disin-
fection becomes more efficient and cost-effective. Increasing regulatory pressures to elim-
inate chlorination as a disinfectant process have stimulated much research into the
full-scale application of UV as a disinfectant for wastewater effluent (White, 1990).

20.4.8 Carbon adsorption

Carbon is able to adsorb dissolved substances on to its porous, fissured surfaces. Acti-
vated carbon is adsorbent and substances being adsorbed are adsorbates. There are other
materials that can be used as adsorbents but carbon is the choice for water treatment
because it is able to remove a broad range of adsorbates. Activated carbon is most often
used to remove organic contaminants, particularly synthetic organic chemicals, but it can
effectively remove many inorganic contaminants such as randon-22, mercury, and other
toxic metals. Dechlorination is another use of activated carbon. Chlorine and chloramines
react with the carbon to form chloride and carbon dioxide products.

Activated carbon is prepared in a manner that results in a large surface area (fissures)
within the medium. In granular activated carbon (GAC) beds there is also some degree of
filtration phenomena. An alternative to GAC is powdered activated carbon (PAC), which
may be added to biological treatment (Faust and Aly, 1987). Adsorption is a surface 
area phenomenon. The surface areas of commercial GACs range from 600–1600m2/g.
Commercially available GAC has most of its particles ranging in size from 40 mesh 
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(0.425mm) to 8 mesh (2.36mm), whereas, 80% of PAC particles are smaller than 325
mesh (0.025mm) (Flick, 1991).

20.4.9 Ion exchange

Ion exchange is the exchange of ions in solution for other ions on a medium. In
food and agricultural wastewater treatment, it can be used for removal of toxic metals 

or recovery of precious metals. There are many natural substances that are able to 
exchange ions. Synthetic resins are most commonly used because of their better 
performance.

Ion exchange resins are designed to remove ions of a certain class. In general there will
be exchange of more than one ion species. The selectivity characteristics of resins that are
available from manufactures and the presence and concentration of dissolved solids in the
water dictate the most favorable choice of a resin to achieve removal of the target species.
The total exchange for a number of commercial resins ranges from 2.5–4.9meq/g of resin
on a dry basis (Flick, 1991). Resins have different swelling characteristics and the total
exchange capacity on a volumetric basis ranges from 1.0–4.0meq/mL.

The saturation capacity of a resin can be measured by simply by means of a titration.
The procedure is:

• Regenerate the resin with acid (base);
• Rinse the resin with distilled water or water that does not contain any ions

that are exchangeable with the resin;
• Measure the resin volume; and
• Titrate the resin with base (acid).

20.4.10 Membrane process

Membrane treatment processes are used to separate dissolved and colloidal constituents
from wastewater. In membrane treatment, water or components in water are driven through
a membrane under the driving force of a pressure, electrical potential, or concentration
gradient. Two examples of membrane-based filtration systems are ultrafiltration and
reverse osmosis (Rhyner et al., 1995).

20.4.10.1 Ultrafiltration

Ultrafiltration membrane systems are typically designed to remove colloidal matter
(5–100nm or more) and large molecules with molecular weight in excess of 5,000amu.
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Given the small pore size in ultrafiltration membranes, waste streams that are to be treated
with ultrafiltration require expensive processing. Ultrafiltration can produce a good-quality
effluent. If still greater effluent quality is desired, the output from an ultrafiltration process
can be used as the feedstock to a reverse osmosis unit.

20.4.10.2 Reverse osmosis

Reverse osmosis can effectively remove particles in the size range 0.1–15nm. The term
osmosis describes the natural movement of water from one solution through a selective
(semi-permeable) membrane into a more concentrated solution. By applying pressure to
the more concentrated solution, the flow direction can be reversed so that water passes
through the membrane, hence the name, reverse osmosis. The pressures required for this
process are typically 2,000–7,000kPa (300–1,000 lb/in.2).

The membranes in reverse osmosis units are easily fouled by colloidal matter in a feed
waste stream, therefore a feed stream free of these materials is required for efficient per-
formance of a reverse osmosis unit. It may also be necessary to remove iron to minimize
scaling. The application of reverse osmosis in the treatment of secondary-treated waste-
waters has been limited because the operating and maintenance costs are relatively high.
However, this process may prove to be a suitable and cost-effective choice for purifying
certain industrial waste streams.

20.5 Biological Treatment Process

Biological treatment of wastes encompasses those processes that rely on microbes to
change or degrade organic wastes in a controlled manner. A function of biological treat-
ment processes is to remove organic matter from the effluent through the metabolic means
of oxidation and cell synthesis. Major factors affecting the microbial activity are moisture,
temperature, pH, oxygen concentration, hydraulic retention time (HRT), presence of toxic
elements or compounds, and the type and quality of the organic material serving as the
food supply of microbes. The challenge for the designer or a biological waste process-
ing system is to be able to exercise some degree of control over these conditions (Horan,
1990).

Biological processes are categorized according to the method of contacting the organic
food with the microflora and the presence or absence of molecular oxygen. The common
biological treatment processes of agricultural and food processing residues are aerobic
decomposition, anaerobic digestion, and composting. Biological processes are generally
viewed more positively by the public than landfilling and incineration. Perhaps the reason
is that biological processing is touted as “natural,” with the end products being safely
returned to the earth.
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20.5.1 Aerobic processes

The uses for aerobic biological processes are chemical oxidation of organic material,
ammonium (NH+

4), or ammonia (NH3). These reactions are brought about with oxygen as
the final electron acceptor. Organic material is mineralized to H2O, CO2, NH+

4, or NH3, and
other constituents, and the NH+

4 or NH3 are oxidized to nitrate (NO−
3). Each reaction also

results in the synthesis of new cell mass.

20.5.1.1 Biochemical reactions

(1) Oxidation and synthesis

CaHbOcNdSe + O2 + nutrient → CO2 + NH3 + C5H7NO2 + H2O + other end product
(a,b,c,d, and e are determined once specific end products are known)

(2) Nitrification

(3) Denitrification

NO−
3 → NO−

2 → NO → N2O → N2

(4) Endogenous (meaning growing from within) respiration

C5H7NO2 + 5O2 → 5CO2 + 2H2O + NH3 + energy
(113) → (160)

(These are the molecular weights for compounds on either side of the reaction)

1 :1.42
(These are ratios of molecular weights showing it takes 1.42 moles of O2 to every

mole of bacteria to undergo endogenous respiration.)

20.5.1.2 Microbiology

Achromobacter, Beggiatoa, Flavobacterium, Geotirichum, Nitrobacter, Nitrosomonas,
Pseudomonas, and Sphaerotilus are the common microorganisms found in aerobic
systems. Protozoa such as Vorticella, Opercularia, and Epistylis and rotifers do not stabi-

NH NO NO3 2 3
Nitrosomanas Nitrobacter →  →− −
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lize waste but they consume dispersed bacteria and small biological floc particles that have
not settled, that is, protozoa and rotifers act as effluent polishers:

(1) Suspended growth system
Bdellovibrio, Lecicothrix, Mycobacterium, Nocardia, Thiothrix, and
Zoogloea are bacteria that are mostly found in suspended growth systems.

(2) Attached growth system
Alcaligenes, Chlorella, Fusazium, Mucor, Penicillium, Phormicium,
Sphaerotilus natans, Sporatichum, and Ulothrix, and yeasts are mostly
found in attached growth systems. Algae such as Chlorella, Phormicium,
and Ulothrix are not directly involved in waste stabilization. They add
oxygen to the system but they can cause clogging of the system or take up
O2 when they die, which can cause bad odors.

20.5.1.3 Activated sludge process

Activated sludge treatment of food processing wastewater involves an initial aeration
process followed by a clarification step wherein biomass is settled out and a return of
varying amounts of the active biomass to the aeration tank. The activated sludge process
is an aerobic suspended growth treatment system in which microorganisms use the organic
content of wastewater as an energy source and for survival and replication. The activated
sludge process has the advantage of removing organic matter from large volumes of waste-
water in a relatively compact reactor. The combination of primary treatment (e.g., sedi-
mentation, floatation) followed by secondary treatment using the activated sludge process
is capable of removing over 90% of the BOD from a given wastewater.

The aerobic treatment process is appropriate for some food processing wastewaters.
Costs associated with aeration may be prohibitive. Orhon et al. (1993) investigated bio-
logical treatability by aeration of various dairy processing wastewaters, but aerobic treat-
ment by aeration was unsuitable for treating high-strength wastewater such as whey, due
to the high-energy requirements for aeration and need for copious dilution water.

20.5.1.4 Trickling filters

Trickling filters are a fixed film biological wastewater treatment system used primarily
to remove soluble organic matter and for ammonia oxidation. A trickling filter is a fixed
film process in which the reactor is filled with a medium, such as small rocks. A princi-
pal advantage of fixed film biological wastewater treatment systems over suspended
growth systems is that their microbial populations are more resistant to shock loads of
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contaminants. Also, trickling filters are simpler to operate than the activated sludge process
and have lower operational costs. This makes them attractive for wastewater treatment in
smaller communities and in certain industries (McFarland, 2001).

They are not suited to large flow volumes because land requirements are high and they
are not able to achieve the high level of BOD reduction that is possible with a well-
designed activated sludge system. They may also be a source of odors and fly nuisance,
especially during periods of warm weather (Horan, 1990).

20.5.1.5 Rotating biological reactors

Another reactor suitable for small wastewater flow is the rotating biological contactor
(RBC). It is similar in principle to the trickling filter (fixed film). However, its operation
is based on thin films of microbes attached to rotating disks immersed in a tank of 
wastewater.

A major advantage of the RBC system is its ease of operation. The system can be
designed as a package plant to fit the wastewater flow needs of a small community or an
industry. Other advantages of the RBC are stability against hydraulic shock loadings and
eliminations of clogging of filter nozzles, a problem which is associated with the trickling
filter process (Rhyner et al., 1995).

20.5.1.6 Aerated lagoon

An aerated lagoon is a basin in which wastewater is treated either on a flow-through
basis or with solids recycle. Oxygen is usually supplied by means of surface aerators or
diffuser air units. As with other suspended growth systems, the turbulence created by the
aeration devices is used to maintain the contents of the basin in suspension.

20.5.2 Anaerobic processes

Anaerobic biological treatment processes do not require air input and generate consid-
erably smaller amounts of sludge. Because oxygen is toxic to most anaerobic microor-
ganisms, molecules other than oxygen such as sulfur or carbon dioxide are used as the
final electron acceptors. Anaerobic treatment normally produces ten times less refractory
biomass (sludge) that must be disposed of than aerobic treatment. Under anaerobic con-
ditions, ordinarily more than 90% of the organic matter in the wastewater is converted to
methane gas as an end product. Methane is a potential energy source. This equivalent
energy is not available for biomass synthesis, and thereby lessens biomass disposal
requirements and the financial burden associated with disposal considerably.
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Methane accounts for about 90% of the energy, originally in the wastewater stream 
that could be tapped by the bacteria. Methane has a calorific value of 9,000kcal/m3

(1,000Btu/ft3) and can be burned on site to provide heat for digesters or to generate elec-
tricity. Biogas produced from anaerobic treatment has been promoted as part of the solu-
tion to energy problems. Little energy (3–5%) is wasted as heat in the anaerobic biological
process (Saham, 1984; Speece, 1996). Table 20.4 compares aerobic and anaerobic treat-
ment processes in food processing waste treatment.

The anaerobic process is accomplished through biological conversion of organics to
methane and carbon dioxide in an oxygen-free environment. The overall conversion
process is often described as a three stage process, which occurs simultaneously within
the anaerobic digester. These are:

(1) hydrolysis and liquefaction or the hydrolysis of insoluble biodegradable
organic matter;

(2) acidogenesis, which is the production of organic acids from smaller soluble
organic molecules; and

(3) methane fermentation.

A basic outline of the pathways of anaerobic metabolism is given as Figure 20.2. More
detailed pathways through completion of the acidogenic phase are given in Figure 20.3.
Under most circumstances in treating food processing wastes, acetate is a common end
product of acidogenesis. This is fortunate because acetate is easily converted to methane
in the methanogenic phase. Due to the difficulty in isolating anaerobes and the complex-
ity of the bioconversion processes, much still remains unsolved about anaerobic digestion.
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Table 20.4 Comparison of Aerobic and Anaerobic Decomposition Processes in Food
Processing Waste Treatment

Characteristic Aerobic Anaerobic

Dilute wastes Very effective in removal of Generally not as efficient in
BOD BOD removal as aerobic

Concentrated waste streams Cost of aeration (O2/air) is Good potential for energy
(>3,000mg BOD/l) significant recovery (methane)

Temperature of operation Effective over a wide range Best above 25°C, relatively
of temperatures, from 10°C poor efficiency below 20°C
to 60°C

Cell generation High cell generation per Low cell generation per gram
gram BOD removal BOD removal

Oxygen Oxygen/air required No oxygen required



20.5.2.1 Hydrolysis and liquefaction

Hydrolysis and liquefaction are the breakdown of large, complex, and insoluble organ-
ics into small molecules that can be transported into microbial cells and metabolized.
Hydrolysis of the complex molecules is catalyzed by extracellular enzymes such as cel-
lulase, protease, and lipase. Essentially, organic waste stabilization does not occur during
hydrolysis, and the organic matter is simply converted into a soluble form that can be 
utilized by the bacteria (Parkin and Owen, 1986).

20.5.2.2 Acidogenesis

The acidogenesis stage is a complex phase involving acid forming fermentation, hydro-
gen production, and the acetogenic step. Once complex organics are hydrolyzed, acido-
genic (acid-forming) bacteria convert sugars, amino acids, and fatty acids to smaller
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organic acids, hydrogen, and carbon dioxide. The products formed vary with the types of
bacteria as well as environmental conditions. The community of bacteria responsible for
acid production may include facultative anaerobic bacteria, strict anaerobic bacteria, or
both (e.g., Bacteroides, Bifidobacterium, Clostridium, Lactobacillus, and Streptococcus).
Hydrogen is produced by the acidogenic bacteria and hydrogen-producing acetogenic 
bacteria. Acetic acid is also produced by these groups in addition to hydrogen-consuming
acetogenic bacteria (McCarty and Smith, 1986; Parkin and Owen, 1986).

Acetogenic bacteria, such as Syntrobacter wolini and Syntrphomonas wolfei, convert
fatty acids (e.g., propionic acid, butyric acid) and alcohol into acetate, hydrogen, and
carbon dioxide, which are used in methanogenesis. These microorganisms are related and
can tolerate a wide range of environmental conditions (Novaes, 1986). The syntrophic
association between acetogenic bacteria and CO2 reducing methanogenic bacteria can
ensure maintenance of low hydrogen concentration (Harper and Pohland, 1986).

20.5.2.3 Methanogenesis

The formation of methane, which is the ultimate product of anaerobic treatment, occurs
by two major routes. Formic acid, acetic acid, methanol, and hydrogen can be used as
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energy sources by the various methanogens. The primary route is the fermentation of the
major product of the acid forming phase, acetic acid, to methane and carbon dioxide. Bac-
teria that utilize acetic acid are acetoclastic bacteria (acetate splitting bacteria). The overall
reaction is

CH3COOH → CH4 + CO2

The acetoclastic bacteria grow much more slowly than acid-forming bacteria. This
group comprises two main genera, Methanosarcina and Methanothrix. During the ther-
mophilic digestion of lignocellulose waste, Methanosarcina is the dominant acetoclastic
bacteria encountered in the bioreactor. About two thirds of methane gas is derived from
acetate conversion by acetoclastic methanogens. Some methanogens are also able to use
hydrogen to reduce carbon dioxide to methane (hydrogenophilic methanogens) with an
overall reaction of

4H2 + CO2 → CH4 + 2H2O

(Balch et al., 1979; Novaes, 1986; Zeikus et al., 1977).

20.5.2.4 Anaerobic reactor designs

The nature of the waste is an important consideration in the choice of an 
anaerobic reactor design. Beyond this, the molecular composition of the waste may 
also influence reactor operation. Successful anaerobic treatment requires a microbial
balance between the fast-growing acidogens and the slow-growing methanogens. Because
of the slow growth rate of methanogens, efficient biomass retention is required for 
successful anaerobic system performance. The retention of active biomass has been
achieved in advanced reactors such as the upflow anaerobic sludge blanket (UASB), which
has been used widely. More recently, the induced blanket reactor (IBR), the anaerobic
sequencing batch reactor (ASBR), various anaerobic contact reactors, anaerobic bio-filters,
and fluidized bed reactors have become available (Lettinga, 1995; Lettinga and Hulshoff-
Pol, 1991). Also, there are other types of bioreactors that retain biomass including the 
fixed film process, the filter or expanded bed process, anaerobic baffled reactor, and the
rotating biological contactors. More detailed descriptions of most of them can be found
in Metcalf and Eddy (1991) and Rittmann and McCarty (2001). The advantages and 
disadvantages of the various biomass-retaining anaerobic systems are summarized in 
Table 20.5.
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20.5.2.5 Up-Flow anaerobic sludge blanket reactor (UASB)

The UASB was initially developed for widespread use in The Netherlands, and is cur-
rently the most popular high-rate anaerobic system in the world, used in particular to treat
different types of wastewaters. The UASB process is ideally suited for high strength
organic wastes that contain low concentrations of suspended solids. Unlike some systems,
such as fluidized bed and biofilter systems, the UASB does not require attachment mate-
rial. Wastewater enters into a UASB at the bottom and exits at the top, and the biomass
is developed as a flocculent mass in an upward flowing water stream. Mixing in a UASB
is not necessary. Sufficient contact between the biomass and the substrate occurs because
of the up-flow velocity of the wastewater in the sludge blanket, as well as biogas pro-
duction. A good distribution of the substrate is obtained by having more inlet points at the
bottom of the reactor. A gas-solids separation system is used in this type of reactor to
collect the biogas and to separate the biomass from the effluent. Biomass falls back in the
reactor because of a decreased up-flow velocity after biogas is separated in the settling
section. A gas solid separation system is even required for the treatment of much-diluted
wastewater (Hulshoff Pol and Lettinga, 1986; Weiland and Rozzi, 1991).

20.5.2.6 Induced Blanket Reactor (IBR)

The IBR is an in-vessel high rate (≤5 day hydraulic retention time) anaerobic digester
developed at Utah State University. Like the UASB, the IBR does not require attachment
material. Wastewater enters at the bottom and exits at the top, and the biomass is devel-
oped as a flocculent mass inside the tank. Mixing is not necessary. Sufficient contact
between the biomass and the substrate occurs because of the up-flow velocity of the waste-
water in the sludge blanket, and the biogas production. An IBR tank has a height to 
diameter ratio of 2.5–3.5, which can vary depending on waste type. The tanks are usually
~10m (32 ft) tall to facilitate settling. There is a septum located near the top of the tank.
Treated waste must pass through a relatively small orifice in the septum. An anti-plugging
device fills the orifice and can be made to push solids back below the septum or can be
reversed to pull solids through the hole, if necessary (Hansen and Hansen, 2005). IBRs
are also equipped to break up foam or a floating layer that may otherwise form at the top.
Waste enters the bottom of the tank and is treated as it moves vertically through the tank
and discharged at the top. The upward velocity is much less than that recommended for
UASBs. Livestock waste has been successfully treated with short HRT in an IBR that was
about 10m high by 4m in diameter (Hansen and Hansen, 2002).

The IBRs captures solids from the influent where they are kept in the reactor vessel 
so that solids retention time greatly exceeds hydraulic retention time. These solids 
also become attachment media for bacteria. If the solids concentration becomes too 
great, a portion is removed to avoid plugging. The IBR thus forms a sludge blanket 
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within the digester vessel and can help maintain the size of the blanket so as to avoid 
plugging.

An integral part of the IBR system is a modular approach. IBR tanks are usually not
larger than 100,000–120,000L (26–32 thousand gallons). Very large agricultural produc-
tion or processing facilities can be accommodated. A 1,000 animal unit (1,000 pounds 
(454kg)) of live weight per animal unit) farm would require 3–4 tanks depending on
species and milk production, in the case of dairy animals. An IBR system can be built to
fit small or large facilities and can be easily expanded. If part of the system fails, it does
not stop the entire process.

20.5.2.7 Anaerobic Sequencing Batch Reactor (ASBR)

The ASBR process is able to handle soluble influent streams and also those with higher
TSS. The ASBR is a non-steady state or pseudo steady state, anaerobic treatment system.
By definition of non-steady state, substrate conversion rate and biomass production rate
of the system vary during the cycle. An intermittent feed and decant regime results in alter-
nating high/low substrate (feast/famine) conditions in the reactor. One of the most impor-
tant operation characteristics of the ASBR is a high substrate concentration at the end of
the feed cycle and a low substrate concentration at the end of the react cycle. The reactor
cycle includes four-steps:

(1) wastewater is fed into the reactor with settled biomass;
(2) wastewater and biomass are mixed intermittently;
(3) biomass settled; and
(4) effluent is withdrawn from the reactor (Arora et al., 1985; Dague et al.,

1992; Sung and Dague et al., 1995).

Since the ASBR is a closed system, a reduced pressure results when effluent is with-
drawn unless provision is made for biogas backflow. To overcome this, a separate gas bag
is installed to maintain constant pressure. While decanting, the gas bag decreases in
volume, refilling again during the feed step. Once the decant step is completed, the reactor
is ready to be fed another batch of substrate (Sung and Dague, 1995).

20.5.2.8 Anaerobic contact reactor

The anaerobic contact reactor has been successfully used to treat high BOD industrial
wastes, for example, those generated in meat packaging operations. In this anaerobic treat-
ment process, raw wastes are mixed with recycled sludge solids and digested in a com-
pletely mixed reactor. The HRT may be less than 12h and after digestion the mixture is
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separated in a clarifier or vacuum flotation unit. The supernatant is discharged, typically
to an aerobic treatment basin, for further treatment. Much of the settled biological solids
are recycled back to the reactor in order to maintain a high rate of biological activity. The
synthesis rate of microbes is low in the anaerobic environment. Therefore, the amount of
waste solids requiring final disposal is small.

20.5.2.9 Continuously stirred tank reactor (CSTR)

The CSTR is also commonly called a completely mixed high rate digester. It is used
for the digestion of concentrated organic mixtures, such as waste primary and biological
sludge, as well as high strength industrial wastes. It is commonly used around the world.
In the CSTR, the liquid or slurry stream is continuously introduced and liquid contents
are continuously removed from the reactor.

Anaerobic treatment using a CSTR normally consists of a well-mixed reactor without
solids recycling because all solids are in suspension and exit with the effluent. The SRT
is equal to the HRT in this type of reactor. If operated properly, biomass that grows within
the reactor continuously replaces the biomass removed from the reactor in the effluent
stream. The CSTR is commonly used for aerobic or anaerobic treatment of highly con-
centrated organic mixtures, such as waste primary and biological sludge, as well as high
strength industrial wastes (Rittmann and McCarty, 2001). The basic characteristic of the
ideal CSTR is that the concentration of substrate and biomass are the same everywhere
throughout the reactor. Since the biomass in the CSTR configuration is not retained by
settling or attachment, the percentage of COD removal tends to be limited. The reactor
must provide a minimum HRT of about 10 days at 35°C, depending on the waste, with
10–20 days being a reasonable HRT range. Nevertheless, these vary with wastewater com-
position and degree of agitation.

20.5.3 Composting processes

The term composting is a biological treatment process most commonly applied to solid
or semisolid waste material with moisture content of 30–50%. Modern definitions of com-
posting further expand on this description to include conditions that promote development
of high temperatures sufficient to destroy pathogens, ending with a compost product suffi-
ciently stable for storage and environmentally safe for application to land (Mulligan, 2002).

Composting involves biological decomposition and stabilization of organic materials,
with putrescible organic material converted to stabilized compost by microbial action.
Compared to other stabilization processes, composting is a fast, simple, and safe approach
to the bulk treatment of solid or semisolid organic wastes. Composting is commonly used
for treating agricultural wastes and sewage sludge (Epstein, 1997).
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Most composting processes are aerobic, with the main products being stabilized organic
matter, water, carbon dioxide, and heat. Anaerobic composting is sometimes called solid
state fermentation. Significantly less heat is produced during anaerobic composting, with
methane, carbon dioxide, and low molecular weight organic acids being produced. Energy,
or heat production, is essential to the success of the composting process. Two distinct tem-
perature phases occur during composting. First, a mesophilic phase in which microbial
action raises the temperature up to 40–55°C, forcing the process into a thermophilic phase
in which the mesophilic microorganisms are inactivated and replaced by thermophiles. At
these higher temperatures, pathogenic microorganisms are inactivated. Process control is
essential in maintaining temperatures at suitably high levels in order to destroy pathogens.
Composting also reduces the water content of the composted waste thereby reducing the
volume of material that has to be eventually disposed of. Composting effectively recycles
the organic matter and nutrients in wastewater and converts wastes into a useful material.

Composted waste can be used as a soil conditioner to reduce the bulk density of the
soil, to increase the water holding capacity, and encourage proper soil structure by the
additional organic matter, thus encouraging a healthy soil microfauna/flora and healthy
plant root development. Composted waste is also a fertilizer that can improve crops by
the addition of nitrogen, phosphorous, and trace elements (Haug, 1993).

20.6 Land Treatment of Waste

20.6.1 Land application

Under the right circumstances, land application of wastewater can be a more effective
and less energy-intensive treatment than conventional systems such as activated sludge
process, trickling filters, and aerated lagoons. However, transportation distance to appli-
cation sites, land area of application sites, soil types, and public attitudes may be limiting
factors in choosing land application as a method of wastewater treatment.

Land application of wastes is the surface spreading or subsurface injection (10–25cm
(4–10 in)) of liquid or solid waste material on or into soil (Ockerman and Hansen, 2000).
Wastewater polluted with organics, including wastewater from a food processing facility
can be land applied. This method of treatment removes a large percentage of organic and
inorganic pollutants from food processing waste. Land treatment employs mechanical, bio-
logical, and chemical processes, which occur naturally in or on the soil in the purification
of wastewater. Organic matter in food processing waste represents high BOD and is
degraded by soil bacteria. Refractory matter eventually becomes part of the soil matrix.
Nutrients in the waste are taken up by crops or recycled into the soil.

Commercial agricultural manure spreaders and liquid-manure injection equipment are
suitable for land application of food processing waste. Subsurface injection of offensively
odoriferous material will control odors, reduce insect attraction, and conserve nitrogen.
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Surface-applied animal-processing waste can be incorporated into the soil by plowing or
disking soon after application. References which explain land application of wastes in
more detail include Loehr et al., 1979a,b; McFarland, 2001; Ockerman and Hansen, 2000;
Reed and Crites, 1984.

The large amounts of wastewater produced by a food processing plant often require a
large land area for even a medium-sized plant. If land is not available or too costly, this
type of treatment method is not feasible. In most cases, waste streams should be segre-
gated and the most heavily polluting wastes can be land applied, as for example blood
from meat processing or rendering that is about 160,000mg/l BOD.

Food processing waste is often a good source of nitrogen (N), phosphorus (P), and potas-
sium (K). Nearly all of the P and K in food processing wastes are available for plant use
in the year of application. Nitrogen in organic waste is of two forms, organic and ammonia.
The nitrogen in the ammonia form is available when spread. However, if the organic waste
is spread on to the surface, sizable amounts of ammonia N may be lost to the atmosphere
by volatilization. Generally less than one-half of organic N is available to plants in the
year it is spread. Organic N released (mineralized breakdown of organic N to available
ammonia N) during the second, third, and fourth years after initial application is usually
about 50%, 25%, and 12.5%, respectively of that mineralized during the first cropping
season. However, to determine precisely how much N, P, or K will be available to crops
from land application of food processing waste, it is necessary to have the waste analyzed.
This can be done at state universities (in the United States) or at commercial laboratories.
Records should be kept of each year’s application. Soil receiving food processing wastes
should also be tested regularly for levels of the so-called macronutrients N, P, and K.

The waste and soil might also be tested for micronutrients such as sulfur and iron and
for possible toxic substance buildup such as copper, zinc, lead, or cadmium. Food waste
application rates should be designed to match the nutrients removed by the crop. If a par-
ticular waste is extremely high in some particular nutrient, it will limit the application rate.
Most often, the application rate is limited by P or N. If the application rate is limited due
to a particular nutrient, the waste can still be used to advantage by adding commercial fer-
tilizer to make up deficits in other nutrients.

20.6.2 Landfilling

Landfilling is the most commonly used waste disposal method in the United States. Land-
fills receive about 80% of the discarded solid wastes. A modern sanitary landfill is an engi-
neered site, selected, designed, and operated in such a manner as to minimize environment
impacts. The number of landfills in the United States is decreasing for three reasons:

(1) Many older landfills that do not meet current design operation standards
are being closed.
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(2) It has become increasingly more difficult to site new landfills (i.e., land is
generally expensive near the heavily populated area where large amounts
of solid wastes, including food processing wastes are produced.

(3) The costs of site design, construction, leachate and gas monitoring and col-
lection, leachate treatment, administration, and engineering favor the con-
struction of large facilities (Rhyner, 1995).

The difficulty faced by municipalities in identifying and developing new landfill sites
is not necessarily caused by a lack of land at a suitable location with suitable soil and
hydrogeological conditions, but rather by public opposition. People object to landfills
because of the nuisance concerns (e.g., dust, noise, traffic, odor), aesthetics, and environ-
mental concerns (e.g., groundwater pollution from landfill leachate, migration of landfill
gases to adjacent properties, use of agricultural land).

A sanitary landfill is operated to minimize nuisance conditions arising from litter, dust,
odors, and fire, and the attraction of rats, flies, mosquitoes, and birds. The standard method
of operation consists of:

• spreading waste in thin layers in a confined area;
• compacting the waste to the smallest practical volume; and
• covering the waste daily with soil.

Waste compaction is accomplished by repeated trips over a waste layer with a heavy
compactor vehicle. In some cases, soil cover is required less frequently than at the end of
each day’s operation (Bagchi, 1994).

20.6.2.1 Landfill bioreactors

A newly-developed method for operating landfills is to operate them as anaerobic biore-
actors. Landfill bioreactors have several advantages over conventional landfills. Further
efforts are required to optimize leachate recirculation, gas production, and the degradation
of recalcitrant compounds (Clarke, 2000). In many landfills, the production of landfill
gases is considered a nuisance. When operated as a bioreactor, gas collection systems 
are installed to collect the gases. The gases are often burned or flared to destroy the
methane, but at an increasing number of landfills, the gases are being collected for 
beneficial purposes, such as providing heat and generating electricity. At such sites, it is
desirable to design the landfill and control the conditions of decomposition to accelerate
the decomposition process, thereby increasing the rate of gas generation. The production
of methane can be enhanced by controlling the types of waste accepted and the placement
of the wastes, recycling leachate into the landfill to supply moisture, neutralizing the
inhibitory effects of organic acids, and adding old anaerobically degraded refuse to
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increase the population of slow-growing microbes (Barlaz and Ham, 1990; Pohland and
Kim, 2000).

20.7 Bioprocess Technology from Waste

Many bioprocesses can provide bioenergy or valuable chemicals while simultaneously
achieving the objective of pollution control. Wastewaters from the food processing indus-
try and agricultural wastewaters are ideal candidates for bioprocessing because they
contain high levels of easily degradable organic material, which results in a net positive
energy or economic balance. Such wastewaters are potential commodities from which
bioenergy and biochemicals may be produced. Recovery of energy and valuable materi-
als might reduce the cost of wastewater treatment, and somewhat reduce our dependence
on fossil fuels.

The next section describes some different bioprocess strategies that can be used to treat
food processing and agricultural wastewater, with resource recovery, biological conver-
sion, and generation of valuable products.

20.7.1 Reuse of effluent as resource

Due to the relatively low costs of potable water and effluent disposal in United States,
it is rarely economical to treat wastewater for reuse within a particular production process.
However, some situations can make the reuse of effluent economical. Where local water
capacity is insufficient to meet the needs of industry or effluent treatment costs are high,
it may be best or necessary for industries to treat their own waste and reuse it. Usually,
water is reused several times within the factory before eventually being discharged, start-
ing with processes that require clean water, such as for vegetable washing (Shore et al.,
1984).

With the introduction of water supply and disposal discharges, the conservation and
multiple use of water, industry has greatly reduced water usage and alleviated water pol-
lution. An interesting example of water reuse can be seen in the sugar beet processing
industry. The total water requirement for processing a tonne of sugar beet is between 9–
19m3 (2,200–22,000gal), and most beet factories operated on a once through basis with
little or no recirculation of water, which resulted in vast quantities of wastewater being
generated. Wastewater from sugar beet is particularly polluting as it contains low molec-
ular weight carbohydrates, usually sucrose or volatile fatty acids, in high concentrations
(2,000–5,000mg/l BOD). These can cause severe sewage fungus outbreaks and deoxy-
genation in receiving waters. However, with careful waste management, the wastewater
can be reduced to as little as 0.5–1.0m3/t (120–240gal/t) (McNeil, 1984). This has the
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added advantage of producing an effluent volume more amenable to treatment, normally
by anaerobic processes (Shore et al., 1984).

20.7.2 Bio-energy recovery

Energy produced from the bioconversion of food industry wastes has mainly been con-
fined to the production of methane from anaerobic digestion, although the production of
energy from various other types of food wastes is possible. Energy can be produced from
waste material by a variety of other processes including combustion, pyrolysis, liquefac-
tion, and gasification. Hydrogen is a promising alternative clean energy source, which 
produces no greenhouse gases and is more economical than methane at less than 
stoichiometric yields, when produced with modified anaerobic microorganisms in 
fermentation.

20.7.2.1 Pyrolysis and gasification

Pyrolysis and gasification can convert biomass into a stable and transportable fuel that
can be substituted for conventional fuels. Solid, liquid, and gaseous fuels that have similar
properties to coal, oil, and natural gas can be produced from biomass-including wastes,
by a variety of processes.

Pyrolysis is the thermal degradation of carbonaceous material at temperatures of
400–800°C in the absence of oxygen. The products are gases, a mixture of liquid hydro-
carbons, and a char residue (Caballero et al., 1997; Stolarek and Ledakowicz, 2001). Gasi-
fication is the thermal conversion of carbonaceous material to gaseous hydrocarbons by
partial combustion with air at temperatures of 900–1,100°C. The process uses the waste
sludge with high dry solids content of 90–95% and so is used in conjunction with thermal
dryers as an alternative to incineration. The advantage of gasification is that it can produce
sufficient fuel to power both the thermal dryer and the gasifier producing as an inert residue
suitable for landfill. The environmental advantages are the reduction in associated trans-
port (Stolarek and Ledakowicz, 2001).

20.7.2.2 Methane recovery

Methane recovery as biogas is the most widespread bioconversion process used for
industrial and agricultural wastewaters. The methane that is produced by anaerobic diges-
tion has traditionally has been used as a fuel resource, usually for on-site heating or elec-
tricity production. The digestion process and the biochemical and microbiological
principles involving the anaerobic reaction are fully explained in Section 20.5.2. Recently,
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methane has also been converted to other useful products, such as methanol for use in pro-
duction of biodeisel, by production of syngas (a mixture of hydrogen and carbon monox-
ide) in chemical processes. Production of syngas requires the removal of impurities, such
as hydrogen sulfide, in the digester biogas, which can poison the catalyst.

20.7.2.3 Hydrogen recovery

Much recent interest has been expressed in the production of hydrogen from waste-
water, due to its potential importance in our economy. Biological systems provide a range
of approaches to generate hydrogen including direct photolysis, indirect biophotolysis,
photo-fermentation, and dark fermentation (Benemann, 1996). The biological production
of hydrogen from anaerobic fermentation of organic substrates promises to be an eco-
nomical and sustainable means of hydrogen production if the conversion yield can be
increased. To some extent, anaerobic or semi-anaerobic photo-biological processes have
economic benefits, if only in considering hydrogen yields. However, the oxygen content
of the resulting gas mixture is dangerous, and its fermented broth can cause additional
water pollution problems (Das and Veziroglu, 2001; Nandi and Sengupta, 1998). Dark
fermentation, using anaerobic fermentative bacteria that produce hydrogen anaerobically
is actually a more cost-effective process, as it can use waste material or wastewaters of
low value. One of the merits of anaerobic fermentative hydrogen production is a higher
hydrogen synthesis rate, compared to many other biological processes (Figure 20.4) (Levin
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et al., 2004). The anaerobic fermentation system may have a more practical application
by producing hydrogen on site with a reduced reactor size. Also, biological hydrogen pro-
duction can share many common features with methanogenic anaerobic digestion, espe-
cially the relative ease with which the two gaseous products can be separated from the
treated wastes.

Studies of hydrogen production using mixed cultures with non-sterile substrates have
only recently attracted research attention. It was thought that using non-sterile substrate
from natural mixed inocula would probably cause bioreactors to lose recoverable hydro-
gen production capabilities. In order to recover the bio-hydrogen produced during mixed
culture anaerobic fermentation, consumption of hydrogen through interspecies transfer—
methanogens, homoacetogens, and sulfate reducing bacteria—must be prevented. If the
activities of hydrogen-consuming bacteria are inhibited by the enrichment of hydrogen-
producing spore formers, the culture possesses a significant capacity for the conversion of
non-sterile substrates (i.e., as organic waste and wastewater) into hydrogen (Cheong and
Hansen, 2006). The inhibition is commonly accomplished by heat treatment of the inocu-
lum to kill or injure all microorganisms, except for spore-forming fermentative bacteria
(i.e., Clostridiaceae, Thermoanaerobacteriaceae) (Lay et al., 1999; Van Ginkel et al.
2001).

Other methods that have been used include the operation at high dilution rates or low
pH (Chen et al., 2001; Lee et al., 2002). Cheong and Hansen (2006) investigated the single
and combined effects of various other treatment processes (e.g., wet heat, dry heat and
desiccation, methanogen inhibitor, freezing and thawing, chemical acidification) to find
enrichment conditions that enhance anaerobic hydrogen production in a more efficient
manner. Figure 20.5 illustrates the difference of hydrogen production yield induced from
various treatments of the natural sludge as an inoculum.

20.7.3 Fuel-ethanol production

Bioethanol is another biofuel that has been included in many research programs. Four
basic steps produce bioethanol:

(1) production of biomass from solar energy (biomass comes from different
sources: energetic crops, waste from food crops; biomass waste in general);

(2) conversion of biomass to fermentable products (there are basically four
processes, which different technologies for ethanol production, which will
be commented on below);

(3) fermentation of biomass intermediates to ethanol; and
(4) recovery of ethanol and byproducts.

The basic differences among bioethanol technologies lie in the hydrolysis processes
obtaining sugars. Basically there are four:
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(1) concentrated acid hydrolysis;
(2) diluted acid hydrolysis;
(3) enzymatic hydrolysis;
(4) gasification and fermentation (Mata-Alvarez and Mace, 2002).

The bioconversion technologies for ethanol fermentation are mainly crop-based, 
utilizing substrates such as sugar cane juice and corn starch. There has been increasing
interest in the idea of obtaining chemical and liquid fuels from cellulose. Since the 
cost of raw materials can be as high as 40% of the ethanol cost, recent efforts have 
concentrated on utilizing lignocellulose to produce a biomass-derived fuel. It has been
estimated that lignocellulose accounts for about 50% of biomass in the world (Zaldivar 
et al., 2001).
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Cellulose is converted to ethanol (ethyl alcohol) by a two-stage reaction. Crude cellu-
lose, in the form of oligosaccharides and polysaccharides, generally must be hydrolyzed to
monosaccharides in a separate reaction before fermentation. Hydrolysis can be either chem-
ical, using acids, or enzymatic, using cellulase obtained from bacteria and fungi, such as
Cellulomonas spp., Trichoderma vivide, T. lignovum, Chrysposporium lignovum, C. pruni-
nosum, and Penicillium irieusis. Starch hydrolysis is relatively easy by using both acid and
enzyme methods, whereas cellulose requires pretreatment to free the associated lignin
before enzymatic hydrolysis. If the percentage of lignin in the crude cellulose is high, as is
the case with a number of agricultural derived by-products, enzymatic hydrolysis is much
less effective. Therefore, chemical or mechanical methods must be used instead of enzymes,
which results in high energy costs (Chandrakant and Bisaria, 1998). The yeasts used for
fuel ethanol production are all strains of Sacharomyces cerevisiae and so are genetically
similar (Chung and Lee, 1984). Apart from sugar cane, a wide range of materials can be
used including oats, wheat, silage, and sugar beet pulp (Zaldivar et al., 2001).

20.7.4 Chemical production

Although bioenergy production may reduce the cost of wastewater treatment, it cannot
entirely satisfy the energy demands of our society. Therefore, the production of high-value
chemicals from organic material in wastewater might be more feasible than bioenergy pro-
duction. Food processing wastes can become inexpensive raw materials for integrated 
fermentation processes. High-carbohydrate wastewaters that are unsuitable for animal or
human feeding are particularly appropriate for conversion to valuable products in co-
culture or mixed culture processes. It is the cost efficiency of the bioconversion process
that ultimately determines whether a specific waste stream is suitable for production of a
given product.

Lactic acid fermentation has been proposed mainly as a bioconversion system for devel-
opment of biobased chemicals from food and agricultural wastes. Lactic acid produced
through lactic acid fermentation is polymerized from poly acetate, which is used as a
plastic. Lactic acid and ethanol is esterified to produce ethyl acetate, which is used as a
biodegradable solvent (Ohara, 2003). Polyhydroxyalkanoates (PHAs) have potential use
as a biodegradable alternative to the petroleum-based synthetic plastics, such as polypropy-
lene (PP) and polyethylene (PE). Much effort has been put into the production of PHAs
by microbial fermentation from organic matter in agricultural and industrial wastes
because producing the biodegradable thermoplastics from pollutants can provide multiple
benefits to the environment and contribute to sustainable development (Aldor and
Keasling, 2003; Park et al., 2002). Examples of biochemicals that are obtained via fer-
mentation of organic material in food wastes are shown in Table 20.6. Yang and Silva
(1994) have a good review of useful chemical products that can be fermented from whey
using various microorganisms.
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20.7.5 Single-cell protein and biomass

The link between biomass for food production and wastewater treatment arose from two
particular observations. First, large crops of protein-rich algae grow on oxidation ponds
and second, the conversion of waste from various food-processing industries to yeast
resulted in the purification of the wastewater as well as the production of a useful by-
product. These kinds of observations led to the development of numerous schemes for the
utilization of wastewater as substrates for the production of biomass or single-cell protein,
and at the same time purifying the effluent (Samulov, 1983).

Single-cell protein (SCP) is microbial biomass produced by some form of fermentation
process and can be used as food or food additive. In its simplest form, a suitable organ-
ism, such as yeast, is cultured in a suitable substrate, normally carbohydrate, such as
molasses solution. The yeast or biomass is recovered from the fermentation by filtration,
and then washed and dried to produce a free-flowing powder, rich in protein. The SCP is
cheap to produce, versatile, and depending on its quality, can be used for either animal or
human consumption. Its most promising applications are for animal feed, although it is
widely used in fortifying poor diets and adding flavor and protein to processed foods (Chen
et al., 2000).
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Table 20.6 Some Advantages and Disadvantages of Immobilized Cells Used in Wastewater
Treatment

Advantages Disadvantages

Continuous reactor operation Diffusion problems due to high cell density
No washout of biomass Cell physiology changes may affect
Simple separation of biomass and liquid productivity
Cells reused many times Beads can overgrowth by other microbes
Comparatively long operational life Cost of immobilization can be high when
Control of settlement problems (e.g., bulking) using artificially captured systems
Microbes performing different reactions can Possible loss of bead stability with time

be easily spatially separated
Small reactor volumes possible due to high

cell concentration
Immobilized cells are very stable
Increased plasmid stability
Higher productivity per unit volume
Immobilized microbes are protected from

environmental stress and toxicity



Various groups of microorganisms have been used for the production of SCP, includ-
ing bacteria, yeasts, fungi, and algae from food-processing wastes as substrates. Single-
cell protein from cultivated biomass is now widely used as a protein supplement replacing
costly conventional source of protein such as fish meal or soya meal. The current status,
and developments, of SCP is reviewed by Anupama and Ravindra (2000).

20.7.6 Immobilized cells

Immobilized cells for wastewater treatment provide compact, specialized, bioreactors
ensuring high biomass concentration without the risk of biomass loss. Immobilization is
mainly by entrapment in polymeric materials such as agar, agarose, alginate, carrageenan,
cellulose, chitosan, collagen, polyacrylamide, polyurethasne, and polyvinyl alcohol (PVA).
Natural algal polysaccharides have been widely studied for use as an immobilization
entrapment medium (Lennen et al., 1996).

Immobilized cells have been used in a wide variety of food and agricultural wastewater
treatment and pollution control applications (Cassidy et al., 1996). The advantage and dis-
advantages of immobilized cells are summarized in Table 20.7.

20.8 Conclusions

As the principles of the various processes are understood and the wastewater 
has been characterized, the most appropriate process can be selected (Table 20.8). 
Lettinga and Hulshoff Pol (1991) have listed criteria to select proper treatment for 
any given wastewater. The criteria for environmental protection technologies and 
methodologies are:

• They should lead to prevention of the production of additional wastewater(s),
or at least a sharp reduction.

• They should not require any dilution of the pollutants with clean water.
• They should provide a high efficiency with respect to environmental pollu-

tion control.
• They should lead to maximum recovery and reuse of polluting sub-

stances (e.g., to integrated systems), particularly from food processing 
wastewaters.

• They should be low cost, both with respect to construction, required infra-
structure (including energy requirement), and operation and maintenance.

• They should be applicable at small as well as large scale.
• They should lead to a high self-sufficiency in all respects.
• They should be well acceptable for the local population.
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• The method should provide sufficient treatment efficiency for removal of
various categories of pollutants, such as biodegradable organic matter, sus-
pended solids, ammonia, organic-N compounds, phosphates, and pathogens.

• The system should be stable for interruptions in power supply, peak loads,
feed interruptions, and/or for avoiding toxic pollutants.

• The process should be flexible with respect to future extensions and possi-
bilities to improve the efficiency.

• The system should be simple to operate, maintain, and control, so that good
performance does not depend on the continuous presence of highly skilled
operators and engineers.

• Land requirements should be low, especially when little land is available
and/or the price of the land is high.

• The number of process steps should be as low as possible.
• The lifetime of the system should be long.
• The system should not suffer from serious sludge disposal problems.
• The application of the system should not be accompanied with mal-odor or

other nuisance problems.
• The system should offer good possibilities for recovery of useful by-

products, such as for irrigation or fertilization.
• There should be sufficient experience with the system to manage it easily.

Based on the criteria above and Table 20.8, biological treatment technology is regarded
as an effective method for the treatment of most wastewaters.

As summarized in Table 20.4, the anaerobic treatment processes is often considered the
best environmental protection and resource recovery concept for treating food processing
wastes compared to other biological processes. On an energy basis, even though aerobic
bacteria can extract 14 times more energy from a sugar substrate than aerobic bacteria,
the aerobes use much of the energy to produce sludge, which often becomes a disposal
problem. The chemical energy is transformed by anaerobic bacteria into methane, a good
fuel. The gaseous products from anaerobic processes can be used to produce heat and elec-
tricity. Anaerobes do not require oxygen, thus reducing operational costs. In terms of treat-
ment efficiency, there is little difference in the biodegradability of many wastewaters by
aerobic and anaerobic means, and the overall removal is about the same, particularly for
high strength wastes. Anaerobic systems are usually used for the wastes from food pro-
cessing industries where toxicity is not a problem.

The development of new bioreactors is one reason why anaerobic treatment technolo-
gies will probably gain in popularity. Organic loadings rates (OLR) of well over 20kg
COD/m3/day (gCOD/L/d) are possible for some types of food processing wastes in a
modern high-rate anaerobic digester. High loading rates result in relatively low hydraulic
retention times, which reduces capital costs because vessels holding the waste are smaller.
Anaerobic digestion shows promise to produce hydrogen, a high-value fuel, during the
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treatment of wastewaters. Anaerobic hydrogen fermentation would use similar hardware
to that used currently in methane fermentation. Useful biochemical products might soon
be produced from food wastewaters as an economical choice.
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21.1 Introduction

Packaging plays a key role in protecting the product from contamination by external
sources, and reducing damage during its transportation and handling in the supply chain
from the producer and manufacturer to the consumer. In the United States alone, estimated
annual losses due to damaged products exceed $10 billion. This covers processed foods,
perishables, consumer products, and electronic and hardware products sold in retail stores.
A major portion of this loss is in the fresh and processed food category. The use of proper
packaging materials and methods to minimize food losses and provide safe and whole-
some food products has always been a primary focus of food packaging. New packaging
technologies are constantly being challenged to provide better quality, wholesome, and
safe foods with extended shelf life, while limiting the environmental pollutions and dis-
posal problems. Packaging is also designed to play a significant marketing role with strong
appeal through the use of logos and company brands to display food products in an attrac-
tive form. Packaging shapes and forms have been well adopted for brand recognition. This
is evident when comparing shaped packages by Coca Cola Company in the beverage
sector. The choice of packaging materials and forms is dictated primarily by economic,
technical, and legislative factors.

21.2 Functions of Packaging

Packaging has been defined as all products made of any materials of any nature to be
used for the containment, protection, handling, delivery, and presentation of goods, 
from raw materials to processed goods, and from the producer to the user or the consumer
(Packaging Regulations, 2004) The aim is for packaging to protect the goods purchased
by the consumer from wastage and damage. Without packaging, handling many products
would be messy, inefficient, costly, and in some cases impossible.
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The United Kingdom Institute of Packaging provides the following definitions of pack-
aging (Gawith and Robertson):

• a coordinated system of preparing goods for transport, storage, retailing, and
end-use;

• a means of ensuring safe delivery to the ultimate consumer in a sound con-
dition at minimum cost; and

• a techno-economic function aimed at minimizing costs of reusing, recycling,
or disposing while maximizing sales (and hence profit).

According to Abbott (1989), the term “packaging” has been defined by the Packaging
Institute, USA, and used in both teaching and practice is the enclosure of products in a
container to perform one or several of the major functions described below.

21.2.1 Containment

This function attributes to the containment of the product for handling, transportation,
and use and is often considered to be the “original” package function required to move
products in various forms and shapes. The different product forms, such as solids, liquids,
and gases, can make this function a critical factor in the selection process for the type of
material and package system. A package must be able to contain a product in order to
protect it from various environments. For example, fresh produce (fruits and vegetables)
needs to be able to fit well inside of the container with little wasted space (Boyett et al.
(1996). Delicate and irregularly shaped produce such as asparagus, berries, or soft fruit
may require specially designed containers to accommodate them. From a distribution
system approach, packaging may be broken down by layers (Figure 21.1):

• Primary: The primary package has direct contact with the product (an
example of this is a pouch for cereals). It provides the initial and the major
protective barrier from moisture. The materials and printing inks used are
regulated by government agencies to ensure that any toxic chemicals do not
migrate and transfer to the product.

• Secondary: The secondary package contains and/or unitizes primary
package(s) (an example of this is the paperboard carton containing the cereal).
They contain and protect the primary units placed inside throughout the han-
dling, transportation, and warehousing environments. Sometimes secondary
packaging may be specially designed and printed to display primary pack-
ages on the sales floor.

• Tertiary: Refers to the shipping package (an example of this is a corrugated
fiberboard shipping case containing several cereal boxes). This is used pre-
dominately for shipment and warehousing purposes.
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• Quaternary: Unitized shipping package (an example of this is a pallet load
of stretch wrapped, corrugated fiberboard shipping cases filled with cereal
cartons).

21.2.2 Protection

The second function, protection, relates to protecting the contents from deterioration
due to physical and climatic changes during normal transportation and storage. This could
mean protecting the product from shock (drops) and vibration (transportation) by using
cushioning. It could also mean using a high-barrier film to prevent oxygen and moisture
from entering a package and causing spoilage to a food product. The protection function
also relates to protecting the outside environment from contamination by the contents,
especially if they are hazardous materials (HazMat). Examples of these protection func-
tions are seals and valves specifically designed to contain contents in HazMat packages.

Sometimes the element of protection also aids in food preservation. For example,
produce containers need to be designed to provide an optimum environment for the longest
shelf life possible. These containers may include special materials to deliberate water loss,
insulate from heat and cold, or provide a favorable mix of oxygen and carbon dioxide.
Aseptically packaged dairy products will only remain shelf stable for as long as the
integrity of the package is not compromised. As a rule, once the integrity of the package
is breached, the food product will no longer stay preserved.

21: Damage Reduction to Food Products, Singh and Singh 667

wheaties wheatieswheatieswheaties

wheaties wheatieswheaties

wheaties wheatieswheatieswheaties

wheaties wheatieswheaties

wheaties wheatieswheatieswheaties

Tertiary Package
Quaternary Package

Primary Package

Secondary 
Package

Figure 21.1 Layers of packaging.



Proper packaging is an important component for both food production and related indus-
tries. Products must be adequately protected to ensure integrity and safety at all destina-
tions in the supply chain. Many damaging hazards exist between harvest and the time when
products reach consumer hands. A properly designed package can ensure adequate pro-
tection from the most adverse of conditions, whether initially caused by human, machine,
or environmental issues, or a combination of all three. Products need protection during
transport and distribution, from climatic effects such as heat, cold, moisture, drying, 
hazardous substances, contamination, and infestation.

A majority of groceries are subject to biological spoilage caused by the normal enzyme-
induced maturation and by microbiological putrefaction caused by molds, bacteria, and
yeasts. Packaging can decrease or retard this spoilage. Synthetic packaging can also con-
taminate the product, for example, plastic packaging can contaminate some foods with
toxic petrochemical-based chemicals, additives, inks, or sealants.

21.2.3 Communication

The third function, communication, is often used to identify the contents, quality, quan-
tity, and manufacturer, etc. There are also various federal and state requirements that may
be required as part of this function, depending on the product to be packaged and the
choice of packaging materials used. An example of this is the nutrient information label
requirement on all food packages. Additional features, such as precautionary labeling,
helps provide information for safe use, handling, and storage of the container. Flavors,
alcohols, preservatives, and cooking wines are examples of food products that may require
hazardous materials packaging, depending on quantity and shipping method. Pictorial
markings are used to mark and identify a package and are often used both for domestic
and international labels to identify the safe handling, storage, and human interaction with
the container.

Legal/regulated information on the package label includes net quantity declaration,
ingredients listing, nutritional label, health claims, and reduced-calorie statements (The
Clemson University Cooperative Extension Service, 2002). These fall under the Fair 
Packaging and Labeling Act and the Nutrition Label and Education Act. Emotional/
motivational/selling information is intended to gain interest and help sell the product such
as purchase incentives, recipes, contests, logos, color, overall design, photographic images,
and illustrations (The Clemson University Cooperative Extension Service, 2002).

21.2.4 Utility

Lastly, utility relates to the ease of use or performance of the package system. This
includes the ease of opening and closing (if required), reuse, application, dispensing, and
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especially a provision for instructions and directions (Singh and Singh (2005). One of the
main reasons for the dramatic rise in food packaging is convenience. Consumers are
demanding convenience and quick food preparation. Packaging that allows bagged salads,
fresh cut vegetables for stir-fry’s, case ready meat, and bag and boil pasta or rice, are all
examples of food packaging that allow convenience to the consumer to prepare good-
quality and multi-ingredient healthy meals in short times. Additional examples of con-
venience packaging include easy-open beverage and food cans, frozen food packs,
microwavable containers, wine cardboard casks, individually wrapped butter and stock
cubes, and controlled dispensing with spouts, squeeze bottles, spray cans, aerosols, etc.
for sauces, cooking oils, jellies, pastes, and sauces (Reduce Packaging, 2005). Figure 21.2
shows examples of various convenience packages for soups. Among notable trends in soup
packaging are easy-open tops on metal cans and microwavable primary packaging in the
form of plastic single serve cups and stand-up pouches.

Most specialty packaging today often has several features that address the utility func-
tion of a package and are often the driving force for the sales of the product. An example
would be a tamper evident, child-resistant closure used for a pharmaceutical product that
provides an easy to open feature for the elderly. Various research studies are being con-
ducted as the pool of elderly with limiting dexterity pose a greater challenge for easy
access to packaged contents for foods and pharmaceuticals.

One or more of these primary functions are essential in characterizing a container or
system to be termed as a package. Packaging comes in many forms, such as convenience
foods, individually packed serves, microwaveable meals, easy-opening packaging, secure
packaging for hazardous chemicals and pharmaceutical drugs, and packaging of fresh 
food for transport and display (Reduce Packaging, 2005). The form of the package is 
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determined to some extent by the functions of the packaging to contain, preserve, protect,
and communicate information. Figure 21.3 shows the trends in the breakfast cereal prod-
ucts. Note the single-serve packages.

The growth in the packaging industry has led to greater specialization and sophistica-
tion based on health and environmental friendliness of packaging material. So to meet the
goal of packaging it is necessary to develop the right type of packaging materials, form,
machinery, and process.

21.3 Food Product Categories

21.3.1 Meats

Meats pose special problems for the packaging industry, due to the highly perishable
and biologically active nature of the product (Sacharow, 1980). On average, they have a
maximum two to three day shelf life in tray packs. Color changes due to oxidation will
also reduce consumer acceptance and a potential sale (Sacharow, 1980). Traditional meat
packaging methods are not intended to prevent bacterial contamination. Meat is handled
so frequently for retail sale that contamination is inevitable (Sacharow, 1980). The prin-
cipal role of packaging meats is to prevent moisture loss, exclude foreign odors and flavors,
and to reduce the effects of oxidation. To ensure these targets are met, the packaging used
needs to have good tear and puncture resistance, while upholding a pleasing appearance
for the purchaser in a retail store temperature-controlled display environment (Sacharow,
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1980). Figure 21.4 shows meat trays using pre-packed case ready meat using Sealed Air®

modified packaging.
In supermarkets, fresh meat is placed in rigid thermoformed plastic trays and over-

wrapped with a transparent or heat-shrink film. The tray is usually expanded polystyrene
of a contrasting color to promote the freshness and quality look of the meat it contains.
Blotters or absorbent pads are placed underneath the meat to absorb excess juices. New
retailing methods such as case-ready meat for beef, ground beef, pork, chicken, turkey,
lamb, and veal strive to reduce handling and contamination (Salvage, 2005). This practice
streamlines distribution and reduces time for products to move through the supply chain
from manufacturer to customer. Case-ready meat is prepared in a central location and
shipped to individual supermarkets already packaged and ready for immediate sale. Most
products prepared this way are identical in packaging as meat cut and packaged by a
butcher in a store (Salvage, 2005). This centralized system is common in Europe, but has
recently been introduced into the United States by leading retailer WalMart Stores Inc.
and packaging innovation developed by companies such as Sealed Air Corporation and
Pactiv Inc. Case-ready red meat is still growing, but benefits include extended shelf life,
hermetically sealed and leak-free packs, and better food safety because of less human
contact (Salvage, 2005). Stores that have adopted this program now include Albertsons,
Kroger, Safeway, Target, and Wal-Mart, among others (Salvage, 2005).

21.3.2 Seafood

Retail fresh seafood sales are growing, up by 13% each year, thanks to innovative
methods for commercially raising fish and advancements in packaging materials. These
factors help bulk retailer Costco sale approximately 30,000 tons of salmon filets and
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shrimp per year. New packaging materials are important because they prolong shelf 
life while maintaining freshness of the product. This is possible because the packaging
prevents damage during transportation and addresses temperature concerns (Barry, 
2003). Examples of seafood packaging for imported product are shown in Figures 21.5
and 21.6.

Fresh seafood has an extremely limited shelf life. This timeframe may be reduced to a
few hours if proper packaging methods are not followed to prevent spoilage, such as dehy-
dration, natural juice loss, odor permeation, bacterial growth, and incorrect temperature
controls (Sacharow, 1980). Fish must be immediately gutted and cleaned prior to pack-
aging and refrigerated transportation is necessary to prevent enzymatic and bacterial con-
tamination (Sacharow, 1980). Temperature control is extremely critical to maintain a

high-quality and unspoiled product. The rate of
spoilage doubles for every 5.5 degrees of increase
in temperature (Sacharow, 1980).

Once seafood is harvested and packaged, tem-
peratures need to be quickly reduced to prevent
microbial growth, and flavor and texture loss. The
potential for botulism reproduction is also a reason
why the Food and Drug Administration (FDA)
maintains strict guidelines for seafood packaging.
Seafood must be in contact with a limited oxygen
flow to prevent deadly anaerobe microbial growth
(Barry, 2003). Also, too much contact with oxygen
and improper temperatures will promote the 
natural fish oils and fats to rapidly oxidize and go
rancid.

Fresh seafood is transported by air to reach
markets faster. Lightweight protective containers
are necessary for distribution. Bulk containers are
usually wax-coated corrugated boxes that help
promote insulation and efficiently reduce the
amount of required refrigeration.

21.3.3 Vegetables and fruits

Fruits and vegetables purchased at supermarkets
are living plant organs which, when growing,
exhibit features such as respiration, transpiration,
synthesis, and degradation of chemical con-
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Figure 21.5 Seafood (shrimp) in
display ready from Thailand for Kroger
Inc. in vacuum packaging.

Figure 21.6 Seafood (scallops) in
display ready from China for Kroger
Inc. in vacuum packaging.



stituents. When harvested, the produce is removed from a source of water and mineral and
organic nutrients, but remains living. Greening and sprouting of stored onions and root
tubers and the sweating of produce in polythene bags as a result of transpiration and water
loss, are just a few examples of this retention of living processes. As soon as produce is
harvested the processes leading to breakdown begin and cannot be stopped. However, the
rate at which breakdown occurs can be slowed and losses minimized by employing the
correct handling methods after harvest.

Major retailers, such as Wal-Mart and Sam’s Club, have pushed the produce industry
to adopt a modular and interlocking common footprint container solution for use in trans-
portation, storage, and floor displays. Common footprints require standardized dimensions
and stacking features to ensure compatibility between differing container manufacturers
and materials (Major, 2003). These containers are packed in the fields with the desired
crop then distributed to stores without repackaging (Fibre Box Association, 2005). Citing
improvements in product integrity, reduced shrinkage, better space efficiency, and reduc-
tion in labor costs, the supermarket and bulk club industries have found container stan-
dardization to be an important development (Paperboard Packaging, 2000, 2002). No
longer will boxes and cartons of varying size be transported, warehoused, and produce
repackaged. There are two competing systems on the market, returnable plastic contain-
ers (RPCs) and the corrugated common footprint (CCFs).

21.3.3.1 CCFs

Recyclable CCFs were introduced in 2000 as a response to the emergence of common
footprint RPCs. RPC display-ready bins promised to improve efficiency, durability,
airflow, and to attack corrugated’s 98% dominance of the produce market (Major, 2003.
The Corrugated Packaging Alliance responded to this threat by developing the CCF. 
Corrugated containers offer superior protection due to the fluted material providing 
built-in air cushioning and minimizing damage from abrasion and bruising. In the near
future, CCFs are expected to have a 5 :1 market share over RPCs (Fibre Box Association,
2005).

The Fibre Box Association (FBA) and the European Federation of Corrugated Board
Manufactures (FEFCO) have outlined standards to ensure compatibility between different
manufacturers in the United States and Europe. According to these associations, a full
stack of containers will be 597mm by 398mm, while a half-stack will be 398mm by 
298mm. Footprint configurations may not overhang any European or American standard
pallets, which are 1,200mm by 1,000mm or 40 by 48 inches, respectively. Also, these
containers must be able to stack in mixed loads with other FBA and FEFCO approved
containers, regardless of manufacturer, without sacrificing load stability or container
integrity (Paperboard Packaging, 2000).
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Reasons to choose CCFs include savings on
shipping costs, and these versatile containers
double as point-of-purchase displays. Corrugated
weight is much lighter than plastic and can fit
7.5–22% more products per truckload (Fibre Box
Association, 2005. Once the displays reach stores,
they can be sent directly to the floor. High-quality
printing will attract customer attention. Paperboard
Packaging (2000) reports that the FBA and FEFCO
standards allow significant design flexibility. Con-
tainers from different manufactures may vary in
style, depths, venting features, graphics, colors, and
self-locking mechanisms, while still conforming to

the common footprint design (Figure 21.7). This provides flexibility to create a container
that offers maximum protection and marketability for specific fruits and vegetables (Fibre
Box Association, 2005).

However, CCFs are limited to one-time use. This is an environmental waste concern.
The corrugated industry is quick to point out that approximately 74% of all box material
manufactured today is recycled (Fibre Box Association (2005). Grocery retailers recycle
at even higher rates because they earn money when used boxes are recovered (Fibre Box
Association, 2005).

21.3.3.2 RPCs

RPCs share common footprint, tab, and receptacle locations as CCFs. A joint study by
the Corrugated Packaging Alliance and the Reusable Pallet and Container Coalition
(RPCC) indicates that when mixed together on a pallet, both offer similar performance
(Harper, 2004). In other words, mixed loads performed as well as loads either 100% CCF
or RPC (Harper, 2004). This allows supermarkets flexibility regarding how fruits and veg-
etables are shipped on the same pallet.

The California Strawberry Commission financed a study to determine which 
material provided a faster cool-down rate, an important factor with perishable 
produce. Initial results indicated CCFs beat RPCs. However, revised findings found “no
measurable difference in cooling . . .” between corrugated and plastic containers (Zind,
2003).

According to the RPCC, plastic is less detrimental to the environment than the one-time
use corrugated system. The study showed plastic required 39% less total energy, produced
95% less total solid waste, and generated 29% less total greenhouse gases (Figure 21.8)
(RPCC, 2005).
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Figure 21.7 A corrugated common
footprint tray.



21.3.4 Processed versus 
non-processed

Food processing is a $500 billion industry in 
the United States (Hormel, 2005). Processors offer
an almost limitless supply of foods. These items
come packaged in various ways to meet consumer
demand for safety, convenience, and nutrition.
Widely used methods for food processing include
canning, freezing, refrigeration, dehydration, and

aseptic processes. Processing technologies are designed to rid foods of harmful organisms
and make products shelf stable (Hormel, 2005). The United States Department of Agri-
culture (USDA) even has a special Processed Foods Unit. According to the USDA, the
idea of this specialized research team is to enhance the marketability and healthfulness of
agricultural commodities and processed products to better benefit consumers.

Non-processed foods are the raw materials and agricultural commodities that are turned
into processed foods ready for consumer use.

21.4 Food Product Distribution Environment

21.4.1 Harvesting

Harvesting is the initial stage in supply chain distribution (Figure 21.9). This is a 
critical time for growers, as overall integrity cannot improve after this point (FAO, 
1989). Therefore, items will need to be packed and shipped with care to avoid additional
and preventable damage. Produce prices are dependent on physical condition (FAO, 
1989).

Fruits and vegetables are still considered living organisms after harvest. However, post-
harvest longevity is limited. The rate of deterioration depends on how fast water and nutri-
ent reserves are depleted (FAO, 1989). If harvested crops sustain damage, the rate of
deterioration increases. Therefore, careful harvesting is the first step for a successful and
safe journey to retail outlets.

21.4.2 Packing

Fruits and vegetables are especially sensitive foods. Large produce quantities need
proper packaging to minimize losses in the most cost-effective way. Each time crops are
handled or repackaged, the chance for irreversible damage increases.
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Figure 21.8 A returnable plastic
container.



To protect crops during this stage, certain precautions need to be noted. Wooden crates
may have rough surfaces, sharp nails, and staples. If containers are over-packed, com-
pression damage will occur when they are stacked. Dropping and/or throwing containers,
as well as any additional rough handling, will cause further damage.

Container sizes used should be easy to handle and maneuver. A standardized system
such as Returnable Plastic Containers and Corrugated Common Footprints are one
example (Figure 21.10). These containers are of a uniform size that reduce excess han-
dling, and provide better stacking and loading qualities (FAO, 1989).
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Figure 21.10 Empty CCF trays.

Figure 21.9 Harvesting of grapes.



21.4.3 Shipping

Food is transported from producers to packing houses or processing plants and from
processors to retail markets. It is important that fresh foods are shipped quickly and effi-
ciently since they are perishable and susceptible to injury. Refrigerated trucks, railroad
cars, and cargo ships are all modes of transportation used, sometimes in conjunction with
each other on long journeys. Airplane use is typically reserved for highly perishable items,
such as fish, or expensive foods, such as live lobsters.

Throughout the shipping stage, food products need to be carefully loaded and protected
to prevent damage from a wide assortment of potential hazards. Loads need to be posi-
tioned accordingly to fit inside transportation containers efficiently and remain stable. For
example, proper stacking is necessary to prevent shifting or collapsing. In other cases,
foods need to be protected from vibrations and jolts. This may be prevented by special
packaging materials or if being shipped by truck, equipping the trailer with shock
absorbers and low-pressure tires (FAO, 1989).

21.4.4 Storage and shelf life

Storage for most meats, seafood, and produce involves some sort of refrigeration. Their
storage and shelf lives are dependent upon biological and environmental conditions (FAO,
1989). Warm temperatures will increase the natural enzymatic breakdown rate in foods.
Since produce is considered a living organism after harvest, food and water reserves will
become depleted causing spoilage. Microbiological organisms may also penetrate natural
openings or broken surfaces causing decay. Cool storage temperatures slow down natural
biological processes and decay in the foods we eat.

Many fresh seasonal and highly perishable food crops are processed to preserve nutri-
ents and avoid wastage. Processing expands consumer choices and allows for greater flex-
ibility (FAO, 1989).

21.5 Major Causes of Food Spoilage/Damage 
in Supply Chain

United Nation statistics indicate half of the third world population does not have access
to adequate food supplies. In addition, 25% of food that is successfully produced will be
lost after harvest due to mishandling, spoilage, or pest infestation (FAO, 1989). Even food
with small amounts of damage may have properties such as taste, visual blemishes, and
the rate of deterioration adversely affected (FAO, 1989). Proper packaging helps alleviate
some of these issues. Developed countries, such as in Europe and in North America, have
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access to better packaging methods and technology. As a result, these countries experi-
ence substantially lower rates of spoilage and wastage.

Most packaged food deterioration and spoilage occurs when the container is opened or
compromised to the external environment (Robertson, 1993). Knowledge of the various
types of spoilages and contaminants allows packing and processing firms to choose the
correct materials for their products.

21.5.1 Microbiological spoilage

This is a major factor in food spoilage. A host of microorganisms may flourish in foods.
They multiply rapidly within the food and produce by-products that cause chemical
changes to affect color, texture, flavor, or nutritional value. These containments may also
release toxins, which lead to illness or even death.

21.5.2 Biochemical

Biochemical refers to enzymatic deterioration. Enzymes are naturally found in plant and
animal tissue that control digestion and respiration. Upon harvest, these enzymes begin to
destroy the tissue and cause spoilage. Some enzymes come in contact with the food as a
product of microbial growth. They have several main functions of which food processors
and packaging professionals should be aware of. First, enzymes can act as catalysts and
accelerate the rate of chemical reactions that occur. Second, specific enzymes may be mod-
ified to produce desired longevity effects. Proper packaging methods and materials can
slow enzymatic activity. Containers that maintain low temperatures, protect water activ-
ity levels, and maintain appropriate oxygen flow, will help keep foods fresher longer.

21.5.3 Chemical

Oxidation is the major chemical reaction that leads to spoilage. Certain components and
characteristics contained in foods, such as fats and vitamins, are susceptible to atmospheric
oxygen. It also promotes mold growth. Other sources of chemical changes are caused by
light and components in the packaging material. These reactions cause flavor alteration,
discoloration, surface damage, and decay (FAO, 1989).

21.5.4 Macrobiological spoilage

Macrobiological spoilage is caused by insects, rodents, birds, and pilfering by humans
(FAO, 1989). Initial damage incurred by these factors may be minor and could be over-
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looked. However, even the most minor tissue wounds will make food more susceptible to
microbial damage, causing the food to be inedible and lead to sickness or death.

21.5.5 Physical

Physical injuries can be classified as either mechanical or physiological. Mechanical
damage leads to spoilage because it may cause bruising or deep punctures that cause water
loss and rapid decay in fruits and vegetables or other undesirable effects for other food
products. Mechanical effects may result from impact or shock associated with dropping,
throwing, or sudden starting and stopping of a vehicle. Vibration damage also may result
from various transportation methods including truck, train, airplane, and boats. Compres-
sion and crushing are caused by flimsy or oversized containers, overfilled containers, and
containers stacked too high and unable to support heavy loads. Physiological deteriora-
tion may increase natural deterioration because of high temperatures, low humidity, or
other physical injuries.

21.6 Packaging Materials

Packaging is essential. It is designed to surround, enhance, and protect. Packaging per-
ishable food products is particularly cumbersome. The supply chain, which starts at the
grower, ultimately ends up at the supermarket and the consumer. Bags, crates, hampers,
baskets, cartons, bulk bins, and palletized containers are all examples of the various types
of containers that may be used at different parts of the journey. There are approximately
1,500 different types of packages that may be used, sometimes in conjunction with each
other (Boyette et al., 1996). According to one study, a significant percentage of produce
buyer and consumer complaints may be traced to container failure because of poor design
or inappropriate selection and use (Boyette et al., 1996).

A World Health Organization study has indicated that in developed countries with
sophisticated storage, packaging, and distribution systems, wastage of food is estimated
at only 2–3%. In developing countries without these systems, wastage is estimated at
between 30% and 50% (Soroka, 2002).

According to the United Nations (1969), food is packaged for two main reasons, to pre-
serve it and to present it in an attractive form to the buyer. In order to successfully satisfy
these requirements, various materials are used. The factors involved in selecting these
materials include:

• the composition of the food product and its physical state;
• nature of deteriorative reactions that may occur;
• modes of transportation used to bring the product to market;
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• time before consumption;
• who the target consumer will be; and
• overall budget for the product.

Ideally all food containers should exhibit the following properties:

• Sanitary
• Non-toxic
• Transparent
• Tamper-proof
• Easily disposable
• Protective against light
• Easily opened or closed
• Impermeable to gasses or odors
• Resistant to chemical or mechanical damage
• Easily printed or labeled

The following is a brief overview of packaging materials commonly used for packing
as standalone or in conjunction with each other.

21.6.1 Paper

Cardboard and pasteboard are both terms for corrugated fiberboard, a material com-
monly used for boxes. This paper-based product is available in many different styles and
weights made to accommodate a wide variety of food products. Demand for corrugate has
been growing steadily at an average of 2–3% per year in Europe, where it dominates with
a 63% market share over other packaging material alternatives such as plastics (FEFCO,
2000).

According to the Corrugated Packaging Council, the product is easy to identify. Cor-
rugated, in its most basic design, has two main components, an arched, wavy, layer 
called “fluting,” which is glued in-between two smooth sheets called “liners” (The 
Corrugated Packaging Allowance, 2005). Together they form a double face. The fluted
liner can be made in varying sizes, each size denoted by a letter, A to E. Size A has the
largest flutes and E the smallest. The grades are assigned according to paper weight and
thickness.

The flutes are the essential component in corrugated material. They give container’s
strength and add protection. When the flutes are anchored to the linerboard with adhesive,
they resist bending and pressure from all directions (fibrebox.org). When a piece of cor-
rugated is placed on its end, the flutes form rigid columns, capable of supporting weight
without compressing. This allows many boxes to be stacked on top of each other. When
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pressure is applied to the side of the board, the space in between the flutes serves as a
cushion to protect the container’s contents, thus providing shock protection. The flutes
also provide insulation against sudden temperature changes. The liners placed on the out-
sides protect the flutes from damage and increase the container’s overall strength.

For produce transportation, double-faced corrugate is commonly used. The materials
used on the inner and outer layers are determined by the product it will hold. For example,
the inner layer may be coated to resist moisture while the outer layer will usually be printed
to identify the contents and for display inside retail outlets (FEFCO, 2000).

Corrugated materials have standards to ensure boxes shipped by rail or truck do not fail
during transportation. The first rules established in the United States were in 1906. Cor-
rugated must protect from bursting to withstand forces during rough handling, be able to
withstand weight placed on top of the box, and allow for a maximum weight of contents
that can be safely placed in the box. These measurements are usually printed on the outside
of the container.

21.6.2 Plastic

Plastics are a versatile medium used to protect and prevent damage to a variety of food
products. They are available in a variety of thick, thin, rigid, or flexible forms, ranging
from bottles to liners, to accommodate almost any food product. Traditionally, this mate-
rial is only considered for primary or secondary packaging. This is changing as manufac-
turers and distributors have adopted Returnable Plastic Containers (RPCs) for tertiary
packaging use with fresh produce. Now plastics use may be considered at all levels in the
supply chain (APME, 2001). According to the American Plastics Council, each pound of
plastic can reduce up to 1.7 pounds of food from being wasted due to spoilage, contami-
nation from foreign substances and organisms, or packaging failure (APC, 2005).

Since plastic is light in weight, it also saves costs in transportation and is therefore a
cost-effective material. Plastic also extends the life of perishable produce to eliminate
waste and preservatives. The transparent nature allows people to look at food and touch
it without causing bruising or other damage (APME, 2001). The shatterproof material
keeps the package intact, and prevents chips or shards from contaminating the food. Poly-
ethylene films are the dominant material for fruit and vegetable packaging in retail stores.
Produce remains fresh during transportation and handling because the material is breath-
able, allowing the correct ratio of oxygen, carbon dioxide, and water vapor to fill the bag.
Some produce varieties can be protected by rigid clamshells (Figures 21.11 and 21.12).
This inexpensive package encloses high-value items such as fruit, berries, precut salads,
and mushrooms and prevents delicate items from crushing (The Clemson University Coop-
erative Extension Service, 2002).

Polyethylene (PE) is the dominant plastic material in use today, with a 56% market
share. Other types of plastic used are polypropylene (PP), polyethylene terephthalate
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(PET), polystyrene (PS), polyvinyl chloride (PVC), expanded polystyrene (EPS), and high
density polyethylene (HDPE).

Material descriptions according to the American Plastics Council (2005):

• PET: Clear and tough material. Has good gas and moisture barrier proper-
ties. Commonly used for beverage containers, food containers, boil-in food
pouches, and processed meat packages.

• HDPE: Used for milk, juice, and water bottles, as well as cereal box liners.
Translucent material is well suited for products with a short shelf life. Has
good strength, stiffness, toughness, and chemical resistance. Gases are 
permeable.

• PVC: Widely used for construction applications because of stable properties.
This rigid plastic is commonly used for clear food packaging such as food
wrap, vegetable oil bottles, and blister packaging. It has great strength and
toughness and resistance to chemicals, oils, and grease.

• LDPE: This plastic is predominating for film applications. It is tough and
flexible, while still maintaining transparency. It makes sealing easy and is a
good barrier to moisture. Common applications include shrink-wrap, plastic
bags, and squeezable food bottles.

• PP: This strong material has a high melting point, making it a good 
candidate for hot-fill liquids. Resistant to other chemicals, grease, oil, 
and moisture. Commonly used for margarine and yogurt containers, 
caps for containers, wrapping to replace cellophane, and medicine 
bottles.
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Figures 21.11 and 21.12 Bunches of grapes being packed in plastic clamshell trays.



• PS: Can come in two different forms, either rigid or foamed. Usually it is
clear, hard, brittle, and has a low melting point. Typically used for protective
packaging such as egg cartons, containers, lids, fast food trays, disposable
plastic cutlery, and cups.

21.6.3 Metal

In the 1790s, Nicolas Appert became the first person to conserve food in a metal con-
tainer. Today, commercial canning is made possible by materials such as steel, aluminum,
tin, and chromium. Each material offers food processors different properties and preser-
vation methods. Producers choose metal for food and beverages for reasons including
mechanical strength, low toxicity, superior barrier properties to gases, moisture and light,
and ability to withstand a wide extreme of temperatures. These qualities help ensure the
integrity and safety for a wide variety of food products.

The most commonly used metals for packaging are tinplate, tin free steel, and alu-
minum. Tinplate comprises of low carbon steel with a thin layer of tin. The tin layer may
be as thin as 0.38 micrometers (Soroka, 2002). Tinplate is non-toxic and corrosion 
resistant and is well suited for conversion into packaging due to its excellent ductility and
drawability.

Tin free steel comprises of low carbon steel and a thin coating of chromium, aluminum,
or enamel. Cans made from this material can no longer be soldered and must be welded
or cemented.

Tinplate and tin free steel are commonly used to manufacture three piece cans. These
cans can be mechanically seamed, bonded with adhesive, welded, or soldered (Soroka,
2002). Soldered food cans are no longer permitted in North America. Three piece cans are
most popular worldwide because they are cheap to produce, since all pieces are made from
flat sheets with no stretching required.

Aluminum is the most abundant metallic constituent used for packaging. Often referred
to as the transportation metal, aluminum alloys with magnesium for strength and provides
one third the strength of steel at one third the weight. Among its notable properties, alu-
minum is light, weaker than steel, easy to work with, expensive, non-toxic, a good barrier
down to 1ml thickness, non-magnetic, does not rust, no “taste,” and has an excellent
recycle record.

Aluminum cans are often two-piece in construction with a seamless body plus a top
cap. They are very popular in the U.S. beverage industry. The machinery used to manu-
facture these cans is costly compared to three piece cans because the process stretches
metal. The two most commonly used processes in manufacture of two-piece cans are draw
and iron, and draw and redraw.
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21.6.4 Glass

Glass refers to an inorganic material fused at high temperature and cooled quickly so
that it solidifies in a vitreous or non-crystalline state. The main constituent of glass, silica,
is an abundantly available element because it exists in the form of sand. Lime and soda
are the other two major components of glass. Cullet or recycled glass is often desired as
one of the primary constituents because it provides excellent energy and time savings to
the manufacturers. Large-scale glass manufacturing for food products was introduced in
the late 1800s. Today’s glass containers are lighter and stronger than their predecessors.
Amber and green glass provides light protection for sensitive foods.

Glass is impermeable to gases, moisture, odors, and microorganisms and is probably
the most inert packaging material available today. Glass also provides other benefits such
as it can be molded into a variety of shapes and sizes, is ideal for high speed filling lines,
is made from abundant raw materials, and is reusable, recyclable, and re-sealable. Among
its greatest drawbacks are the facts that glass is brittle and usually breaks under an applied
tensile strength and has the least ability to withstand sudden temperature change, unlike
other packaging materials.

The manufacture of glass containers involves either blow-and-blow process used in
manufacturing narrow mouth containers, press-and-blow process used for wide mouth
applications, and the most recent process, narrow-neck-press-and-blow gaining favor for
manufacture of narrow mouth containers, due to its ability to distribute the material more
evenly thereby requiring less material.

21.7 “Smart” Packaging

With modern development and enhancement in packaging technology, today’s packag-
ing is providing more than just the basic functions. Smart packaging is a term coming into
use more frequently and covers a number of functionalities, depending on the product
being packaged, including food, beverage, pharmaceutical, household products, etc.
(Butler, 2001). Examples of current and future functional “smartness” include;

• packages that retain integrity and improve the shelf life;
• enhances the product attributes such as its flavour, aroma and taste;
• assists with product access and indicates seal integrity;
• responds actively to changes in product or package environment; and
• confirms product authenticity.
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21.7.1 Active packaging

Traditional “passive” packaging techniques that only allow for a short shelf life are
being consistently improved upon to play an “active” role by slowing down quality impair-
ing processes within the packaging itself, due to the advances in polymer chemistry. Exam-
ples of active packaging systems include use of oxygen scavengers, ethylene absorbers,
moisture regulators, taint removal systems, ethanol and carbon dioxide emitters, and
antimicrobial-releasing systems.

In active packaging, a substance or substances are incorporated into the packaging to
fulfill an active role in protecting the foodstuff against contamination, such as aroma com-
ponents of microorganism growth. Until recently, carbonated beverages in plastic bottles
tended to have limited durability compared with conventional glass bottles. With recent
developments, the shelf life of beer in 0.33 liter PET bottles has been increased from 6 to
9 months (Beverage Machines Magazine, 2006).

As a majority of food products are light sensitive, ultra violet light barriers, which pre-
serve the transparency of the bottles or containers, are being incorporated into the sub-
strates of the packages. As related to informative packaging, external or internal indicators
that document quality alterations during the storage period, such as temperature changes
or interruptions in the cold chain, are rapidly coming into use. Active packaging is also
being used as security features in the form of labels that track manipulation or misuse of
the product prior to its sale.

21.7.2 Modified Atmosphere Packaging (MAP)

Food preservation technology accounts for two main factors of ever increasing impor-
tance, extending product file and reducing the amount of additives used. MAP allows for
these demands to be met. MAP involves modifying the atmosphere surrounding the
product inside the package. This in turn allows chemical, enzymatic, or microbiological
reactions to be controlled and therefore reduces or eliminates the main processes of dete-
rioration in the product. The package usually has a low permeability to gas, so that the
initial concentrations of the added gases remain unchanged after the package is sealed.

MAP can be used to extend the shelf life of many fruit and vegetables. Most fruit and
vegetables age less rapidly when the level of oxygen in the atmosphere surrounding them
is reduced. This is because the reduced oxygen slows down the respiration and metabolic
rate of the products and therefore slows down the natural aging process. Elevating the
level of carbon dioxide to levels of 2% or more can also be beneficial. Elevated CO2 levels
can reduce the product’s sensitivity to ethylene and can also slow the loss of chlorophyll.
High CO2 can also slow the growth of many of the post-harvest fungi that cause rot. All
these effects can help to extend the storage and shelf life of fresh produce (Joblin, 2002).
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21.7.3 Controlled Atmosphere Packaging (CAP)

The major difference between CAP and MAP is that the concentrations of the gases in
a MAP package may change after sealing, due to use of oxygen and the expelling of carbon
dioxide by microbes and from the slightly permeable nature of the package. In a CAP
package, the gas concentrations do not change during storage. To achieve this, the use of
a gas impermeable package, such as metal or glass is preferred, and also provides a way
of controlling the atmosphere inside the package.

21.7.4 Intelligent packaging

The stakes in food cold chains are high and the loss of a trailer of food due to improper
handling or transport is measured in hundreds of thousands of dollars. Because of the
financial pressure and increasing regulatory demands for better record-keeping resulting
from the Bio-terrorism Act, suppliers and logistics service providers are turning to systems
that combine Radio Frequency Identification (RFID) with temperature and humidity
sensors (Kevan, 2002).

RFID is an age-old technology, which has recently realizing its potential in the supply
chain systems. Traditional supply chain management systems produce information regard-
ing “transactions” (orders, shipments, payments) and “location” (warehousing, traffic,
inventory). However, perishable goods also require information regarding their “condi-
tion” (time, temperature) as they change in value while in the supply chain. RFID prom-
ises to provide real time tracking of goods while in transit, thereby providing a clearer
picture of the distribution environment.

With mandated use of this technology by major suppliers to industry giants such as Wal-
Mart, Albertsons, and Tesco, this technology is already being adopted in the consumer
goods supply chains. With standardization and reduced costs, this non-contact technology
is set to be as commonplace as barcodes.

21.8 Trends in Protective Food Packaging of 2000 
and Beyond

The following discusses some of the food packaging trends and damage reduction trends
in food packaging (Figures 21.13 to 21.15).

21.8.1 Food packaging trends

This is a broad overview of major packaging changes that have occurred in recent years
and are playing a dominant role in food packaging. While the general transition to plas-
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tics replacing glass and metal as primary packaging materials continues, the more recent
and revolutionary introduction of bio-based and bio-degradable plastic materials contin-
ues to lead. Innovations are going on every day, leading the effort in specialty coatings
directly on food products to enhance shelf life and quality aspects such as texture, aroma,
and flavor. In addition, the U.S. market continues to develop more cost-effective packag-
ing methods for palletized quantities led by club stores such as Costco Inc. and Sam’s
Club (WalMart Stores Inc.). These concepts significantly reduce the amount of secondary
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Figure 21.13 A packed CCF tray with four clamshell containers.

Figure 21.14 A pallet load of grapes being protected until shipment.



and tertiary packaging as compared to retailers that display merchandise on store shelves.
Some key primary packaging evolutions of recent times are:

(1) Stand-up pouches replacing metal cans: High barrier foil laminated or met-
alized flexible packaging continues to replace metal cans. Multi-layer plas-
tics in flexible pouches are replacing traditional paperboard juice boxes.
Examples include tuna fish introductions by Star Kist and CapriSun fruit
juice for young children (Figures 21.16 and 21.17).
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Figure 21.15 Palletized loads of grapes being prepared for shipment.

Figure 21.16 Stand-up pouch and juice box.



(2) Plastic bottles replacing glass bottles: There is a continuous shift in the
beverage industry from glass to plastic bottles. Most blow molded plastic
bottles can be made in-house and reduce dependency on external suppliers
and shrinks the supply chain. Also using shrink sleeve labels, multiple
product lines can be filled in the same blow molded bottle without major
changeovers. Glass bottles are still holding their competition for high value
and premium beverage launches. Shaped primary packages are easy to
produce with plastic and provide new product launches with shorter lead
times and provide market share in a competitive environment. Heinz used
this to launch specialty ketchups and sauces for children (Figure 21.18).
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Figure 21.17 Flexible pouch and metal can packaging for seafood.

Figure 21.18 Some plastic Ketchup bottle forms.



(3) Convenience for on-the-go food packages: The U.S. customer continues
accepting packaging launches that provide convenience while driving and
placing in cup holders in automobiles (Figure 21.19). Products range from
snack foods, cereal with milk, and salads. An examples range is Frito Lays
Inc., who offer a range of snack foods in blow-molded plastic bottles with
shrink labels that fit automotive cup holders and allow consumption while
driving. These replace the traditional bag and pouch.

(4) Clear plastics packaging: The consumer continues to demand more aes-
thetically pleasing containers for food packaging. Product visibility plays
a key role from bagged salads, to fresh produce in thermoformed contain-
ers, to spices. However, the gas transmission requirements for these plas-
tics vary from extremely high barrier in the case of spices to low barrier
for salads. The customer wants more visibility of the actual product being
purchased (Figures 21.20 and 21.21).

21.8.2 Damage reduction trends

The various innovations and trends discussed in the previous section all lead to a reduc-
tion of damage in shipment. Protection (physical and chemical) is an underlying function
of a package, and generally all package improvement and changes will usually result in
reduction of damage as protection is increased. In addition, there are some key changes
that clearly can help reduce damage beyond the primary package change.

Use of good-quality pallets is the key to reducing damage to both rigid and flexible
primary packages. The most widely used pallets to distribute food products, both fresh
and processed, are made of wood. Low-quality lumber, protruding nails, insufficient deck
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Figure 21.19 Convenience driven snack food packaging.



or base coverage, moisture content, and infestation are all factors that can lead to damage
of food products and packages when shipped on wooden pallets. For this reason most
retailers use reusable plastic pallets in downstream shipping between distribution centers
to stores. An alternate to a single-use wooden pallet are high-quality wooden pallets that
can be leased and reused. These are often an economically better choice but also offer
additional benefits due to the high-quality construction.

Today, most companies leasing wooden pallets to the food industry (CHEP USA Inc.)
offer a picture-frame bottom section and a large percentage of the top deck covered with
deck-boards to reduce damage from stacked products and packages. Also these are true
four-way entry block style pallets that can be easily handled with fork trucks and pallet
jacks. Reduced handling results in lower damage as compared to products on conventional
stringer pallets. In addition to the quality of pallets, the placement of products on pallets
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Figure 21.20 Vine ripe tomatoes in a biodegradable PLA plastic thermoformed container.

Figure 21.21 Bagged salads with brand identity in see-through packaging.



is critical. Both under-hang and over-hang can greatly affect the load transfer in stacked
loads and thereby result in damage. Use of slip sheets to distribute load among layers and
the pallet surface is a common way to address these issues.

The unitization method of loads on a pallet is also critical. Choice of appropriate shrink
wrap, stretch wrap, banding, netting, gluing, and strapping are all choices that need to be
examined for specific product and packaging needs. Use of corner posts and top caps can
reduce damage in case-less palletized loads designed for club store shipments.

Most of these issues and potential solutions should be addressed by using lab-based
accelerated test evaluations. The use of test methods developed by American Society of
Testing and Materials and the International Safe Transit Association allow users to conduct
pre-shipment tests on palletized configurations to simulate different distribution methods
from truck load to less than truck load (LTL) to single parcel shipments. It is important
to test a few pallets of the product and identify damage reduction solutions than launch a
massive new product in a retail distribution and be subject to a major recall or loss.
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22 Food Packaging Machinery

Harold A. Hughes

Michigan State University, East Lansing, Michigan, USA

22.1 Introduction 

Packaging is an essential activity in the food industry. Virtually every food product is
packaged one or more times before it reaches the ultimate consumer. Packages are used
at each stage in the process of production and distribution of food products, to move prod-
ucts from farms to processing plants, between processing plants, from processing plants
to warehouses to retail outlets, and from retail outlets to consumers. A package can hold
a food product, several food products, or packages of food products. There are many
package forms, including wraps, pouches, bags, boxes, cups, trays, cans, tubes, and bottles.

Packages are used to perform one or more of the following four basic functions: Con-
tainment, Protection, Communication, and Utility.

22.1.1 Containment

All products, especially liquids and free flowing solids, are contained in packages to
facilitate convenient handling and to avoid spillage and loss of liquids.

22.1.2 Protection

Food products must be protected against contamination by microorganisms and from a
wide array of other hazards. Depending on the characteristics of the product and other
factors, it may be necessary to provide protection from gain or loss of moisture, oxygen,
CO2, and other constituents, from crushing and other distribution damage, from improper
temperature, from light, from tampering and theft, and from numerous other hazards.

22.1.3 Communication

Every package communicates information. The communication may be simple and
straightforward, such as a label listing the contents and showing the source and destination.

Myer Kutz (ed.), Handbook of Farm, Dairy, and Food Machinery, 695–718
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However, most retail food packages include expensive and elaborate multi-color labels, bar
codes, and Radio Frequency tags. Every retail food package must include a Nutritional
Label.

22.1.4 Utility

Some packages and package components are designed to add value to the packaged
product. Spouts, shakers, and similar fitments enable the consumer to apply spices, salt,
and similar materials more easily and accurately. Printed directions add convenience.
Handles enable small children to handle large packages conveniently and safely.

The modern food production and distribution system could not function without pack-
aging. Even fresh food, such as bananas, oranges, tomatoes, and lettuce is packaged for
transport from the production area to the store and from the store to the consumer’s resi-
dence. The packages may be corrugated board, mesh bags, paper bags, or plastic con-
tainers. A large percentage of the fresh products are packaged by hand.

However, unlike the fresh products mentioned above, most modern food products are
prepared or processed in factories and then packaged for distribution to warehouses and
stores and ultimately to consumers’ residences. Most of the packaging is done by machines
set up into systems. The packaging equipment often receives the prepared product 
from an adjacent preparation area. Four example production and packaging systems are
described in Table 22.1.

The descriptions above can be used to illustrate two important principles about pack-
aging machines. The first is that packaging machines are generally set up as a system. It
is unusual for a packaging operation to have only one machine. Rather, there nearly always
is a series of machines. For example, the milk system includes a filler, a capper, a labeler,
and other machines. The packages go down the packaging line, moving from machine to
machine as different operations are performed.

The second principle is that there are almost always options in the way that a particu-
lar operation can be performed. The options may be provided by different machines. Alter-
natively, there may be a choice to not use a machine. For example, in the candy packaging
system, the individual pieces of candy could be placed into the carton by a robot or by
people working with their hands.

The next portion of this chapter will discuss some of the different types of packaging
machines that are available, including machine capacity, operating principles, and other
characteristics. The discussion will start with filling machines.

22.2 Filling Machines

The filling machine is usually the most important machine in a food packaging line.
The filler performs two critical functions. It measures out a specific quantity of a food
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Table 22.1 Description of Some Typical Food Packaging Systems

Product Steps in the Preparation/Packaging System

Milk in one gallon 1. Milk is received at the plant, filtered, processed as necessary, and 
plastic jugs stored in large stainless steel tanks

2. Plastic jugs are manufactured on site by blow molders and placed
into temporary storage

3. The jugs and the milk are conveyed to a filling machine, which 
meters one gallon of milk into each container

4. The filled jugs are capped, washed, and labeled
5. The completed gallon packages of milk are placed into plastic 

crates for handling
6. The crates are stacked and conveyed to a refrigerated temporary 

holding area

Soup in metal cans 1. The constituents for the soup are delivered to the plant
2. The metal cans, labels, and other packaging components are

delivered to the plant
3. The soup is prepared and conveyed to the packaging line
4. The cans are de-palletized and conveyed into the packaging line.
5. The cans are cleaned as necessary
6. Empty cans and the soup are conveyed to a filling machine and the

soup is metered into the cans
7. The can end is applied
8. The filled cans are retorted
9. Labels are applied to the cans

10. Completed cans are packed into corrugated trays
11. The filled trays are wrapped with shrink wrap and palletized

Granulated sugar in 1. Sugar is extracted from sugar cane or sugar beets and transported
multi-wall paper to a temporary holding area
bags 2. Pre-printed, multi-wall paper bags and rolls of heavy Kraft paper

are delivered to the plant
3. Empty bags are held open by the filling machine and the

specified weight of sugar is metered into the bag.
4. The top of the bag is rolled over, crimped, and glued shut
5. Bags of sugar are bundled together and wrapped in Kraft paper.
6. The bundles of sugar are palletized and moved to a warehouse.

Assorted chocolates 1. Decorated paperboard cartons, plastic trays, plastic over-wrap, 
in paperboard corrugated shipping containers, labels, and other packaging 
cartons components are delivered to the plant

2. Chocolates are manufactured and placed into temporary holding
locations in the packaging area

3. Empty cartons are conveyed past the filling station where a robot
picks up individual pieces of chocolate and places them into
particular locations in a thermo-formed plastic tray

4. Filled trays are placed into cartons
5. A lid is placed on the cartons
6. Completed cartons are wrapped in plastic film
7. Wrapped cartons are placed into the shipping containers, which

are closed, taped, labeled, and palletized
8. The loaded pallets are moved to a warehouse for temporary storage
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product and it places that metered quantity of the food product into a package. The machine
may also perform other functions, such as making the package and closing the package.
Most fillers can be set up to work on many different products. For example, a machine
that is used to meter water into 12-oz plastic bottles could also be used to meter 1 quart
of motor oil into different plastic bottles or 2 quarts of milk into paperboard, gable topped
cartons. However, since this chapter addresses only food products, motor oil and other
non-foods will be ignored.

Filling machines used in food systems measure out a quantity of product by volume or
weight.

22.3 Volumetric Fillers

Volumetric fillers deliver a measured volume of product into each container. Volumet-
ric systems are flexible and can be adapted to a wide variety of products, ranging from
water to thick pastes or powders and other dry products.

Most fillers can be adjusted to deliver a desired quantity of product. A typical unit can
be adjusted in a 10-fold range. For example, a particular machine might be adjusted to
deliver any volume from 2 fluid ounces to 20 fluid ounces.

22.3.1 Piston fillers

Piston fillers (Figure 22.1) are the most common type of volumetric filler. Piston fillers
measure and deliver the product by the action of a single piston. On the intake stroke, the
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piston draws product out of the supply tank, through a directional valve and into the meas-
uring chamber, which houses the piston. Then, on the following delivery stroke, the valve
leading to the container is opened and the valve leading to the supply chamber is closed,
causing the product to flow out of the chamber and into the container. The filled container is
then conveyed away and replaced by another empty container and the process cycle repeats.

The length of the stroke and the diameter of the chamber determine the volume of
product that is metered out. To alter the quantity of product, either the stroke length or the
chamber diameter (or both) must be changed. On most machines, stroke length can be
adjusted easily. However, to change chamber diameter, the entire chamber must be
removed and replaced, a relatively complex, time consuming operation on most machines
and not possible on some machines.

22.3.2 Diaphragm fillers

Diaphragm fillers (Figure 22.2) are similar in principle to piston fillers. Instead of the
rigid piston and cylinder, a diaphragm filler has a flexible diaphragm that distorts to adjust
its volume.

The operation of a diaphragm filler is straightforward. The valve at the bottom of the
supply tank is opened and the valve to the empty container is closed. Air pressure in the
supply tank forces the product out of the tank and into the measuring chamber. The top
of the chamber is formed by the diaphragm with a plunger above. As product flows into
the chamber, the diaphragm and the plunger are lifted. When the plunger reaches a pre-

22: Food Packaging Machinery, Hughes 699

Figure 22.2 Diaphragm filler operation.



set position, the valves are reversed and the air pressure is applied to the top of the plunger
forcing the product out of the chamber and into the container. The filled container is then
conveyed away and replaced by another empty container and the process cycle repeats.

22.3.3 Timed flow fillers

If a liquid product flows through a specific-size tube at a constant rate, the total quan-
tity delivered depends on the length of time that the product flows. For example, if 1 cup
flows through the tube in 1 s, 2 cups will flow through the tube in 2 s, 3 cups in 3 s, etc.
The accuracy of the metering process depends on the smoothness of the flow and the pre-
cision of the timing mechanism (Figure 22.3). The equipment set includes a supply tank
and a pump, along with a timer, and various pipes (Figure 22.4). To fill larger containers,
the timer setting is increased. To adjust the filling speed, pumping speed (volume/unit of
time) is increased or decreased.

The fillers that have been discussed so far are mostly intended for use with liquids, such
as milk, water, pancake syrup, cooking oil, alcoholic beverages, and other thin liquids.
There are equipment variations that enable the machines to be used with thicker products.

22.3.4 Auger filler

Auger fillers are a widely used type of volumetric filling equipment used for many types
of dry products and thick pastes (Figure 22.5). The product is held temporarily in a conical
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shaped bin and metered and conveyed out through an
opening at the bottom by an auger. The auger must 
be specially designed and manufactured to suit the
product. The filler manufacturer or a specialty manu-
facturer should be contacted to make the augers. The
volume of product delivered is directly related to the
number of degrees that the auger rotates. The control
can be based on time, which requires that the speed of
rotation be constant, or it can be based on the degrees
of rotation. To change the volume of product delivered,
the time that the auger rotates can be increased or
decreased.

Some powders tend to bridge in the hopper and not
flow into the auger. To prevent bridging, manufactur-
ers make various types of agitators that rotate together
with the auger. The agitator breaks up the bridged
product and keeps the product flowing smoothly to the
auger.

If the density of the product is constant, metering a specific volume of product also
specifies a particular weight. Volumetric filling is a good choice for products of this type.

22.4 Weight Filling

Weight filling is used for products that do not have uniform density and for products
that require more accurate metering. There are two type of weight filling, gross weight
and net weight.
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Figure 22.4 Timed flow equipment arrangement.

Figure 22.5 Auger filler.



22.4.1 Net weight fillers

Net weight fillers (Figure 22.6) measure
out the desired weight of product and
convey the measured product to the con-
tainer. The metering step is done inside the
machine, before the product is introduced
into the container. The scale measures
only the weight of the product. When the
weight of the product in the hopper
reaches the preset value, the feeder stops
and the hopper opens to discharge the
product into a funnel, which guides 
the product into the container. After the
product has been placed into the container,
the container is moved away and an empty
container is moved into position.

22.4.2 Gross weight fillers

A gross weight filler (Figure 22.7)
measures the combined weight of the
product and the package. Before the filling
operation begins, a sample of packages
are weighed individually and the average
is calculated. The metering scale is then
preset with sum of the desired product
weight and the average weight of a con-
tainer. The product is metered directly into
a container until the scale determines that
the proper (combined) weight has been
reached. At that time, the product flow is
terminated, the filled container is moved
out and an empty container is moved into
position to be filled.

There are several machine arrangements that can be used to improve the accuracy of
weight filling equipment. From Figure 22.7, it can be seen that there is some product in
the fill tube when the valve closes. This product, of course, still falls into the container
after the valve closes. A method of compensating for this product is required or every con-

702 Food Packaging Systems and Machinery Design

Figure 22.6 Net weight filler.
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tainer will be over filled. One approach is to set the scale to “underweight” the container
so that the material that falls in after the valve closes brings the weight to the proper level.
Another approach is to change the machine design. Simply locating the cutoff valve closer
to the container will reduce the amount of product in the tube and thereby reduce the sig-
nificance of the flow after the valve closes.

Another approach is to partially close the valve so that the last portion of the product
flow moves at a much reduced rate. The reduced flow rate (dribble flow) means that there
is less product in the fill tube when the valve closes, so the container is filled more 
accurately.

Gross weight fillers are less complicated and less costly than net weight units. In addi-
tion, because the weight of the containers is preset into the scale rather than being weighed,
as is done by the net weight units, gross weight fillers tend to be less accurate than net
weight fillers. Therefore, gross weight equipment tends to be selected for lower value prod-
ucts. In addition, net weight fillers handle the product more times than gross weight fillers.
Therefore, gross weight fillers tend to be the more popular choice when brittle or fragile
products, such as potato chips, are being packaged.

22.5 In-Line or Rotary Filling Machines

There are two basic arrangements of fillers, In-line and Rotary. Each will be described
and discussed below.

22.5.1 In-line fillers

In-line fillers (Figure 22.8) are widely used for liquid and paste food products, such as
water, beverages, fruit juices, ketchup, mayonnaise, and many other products. Some in-
line fillers have a single filling head. Others can have 12 or more heads. The in-line filler,
which includes a short section of conveyor belt, is placed in a line between an infeed con-
veyor and an outfeed conveyor. The empty containers are conveyed in single file by the
infeed conveyor. Typically, the conveyor is a little wider than the diameter or width of the
containers.

The containers are held in the position shown in Figure 22.8 until the four containers
have been filled properly. Then:

• the filler heads are raised and out of the way;
• the front block is moved back and out of the way, allowing the four newly

filled containers to start moving down the line toward the outfeed conveyor;
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• after a time delay (set on the Time Delay sensor), the rear block is moved
back and out of the way, allowing empty containers to start moving into posi-
tion for filling;

• after the four filled containers have moved past the front block, the front block
is repositioned to prevent the next set of containers from simply passing
through the machine;

• after four containers pass the rear block, the rear block is repositioned, and
• the filler heads move into position and the cycle repeats.

There can be variations on the sequencing of operations, sometimes involving addi-
tional controls, but the preceding paragraph describes the basic actions that take place in
an in-line filler. In-line fillers are most suitable for systems that do not require high speed
filling, systems where changeovers of products and/or containers are frequent, or where
capitol for investment in equipment is limited. Rotary fillers are often more suitable for
systems that do need to run at high speed, where changeovers are infrequent, and where
adequate funds for new equipment are available.

22.5.2 Rotary fillers

Rotary fillers (Figure 22.9) remove the empty containers from the infeed conveyor and
place them on the rotating turret of the filler. As the containers travel around the periph-
ery of the filler, they are filled and then placed on to the outfeed conveyor.

Rotary fillers range in size from as few a 4 heads to as large as 140, or even more. The
large units are used on high speed beverage lines of the type used for filling metal cans
of beer or soft drinks. Lines for these products can operate as fast as 2,500 cans per min

704 Food Packaging Systems and Machinery Design

Figure 22.8 In-line filler.



or 1,600 glass bottles per min. Slower lines are used for milk, pancake syrup, juices, and
many other products.

The rotational speed of the infeed starwheel and the rotating turret must be synchro-
nized so that each empty container is placed in the proper position below a filler head on
the turret. Similarly, the starwheel on the outfeed side must align with the filled contain-
ers as they are taken off the turret and placed back on to the conveyor.

Any of the volumetric or weight filler heads can be used on either an in-line or a rotary
filler. The filler heads can be a major portion of the cost of a large rotary filler.

22.6 Cap Application Machines

After the container has been washed and filled, it continues downstream to the next
machine, which is usually the capper. Like fillers, cappers can be set up in an in-line or
rotary arrangement.

After exiting the filler, the filled containers travel further downstream on the conveyor.
Simultaneously, caps are fed down a chute from a cap orienting machine, which puts all
caps into the same orientation. When an in-line capper is being used, the containers pass
under the end of the cap chute, which is adjusted so that the upper portion of the leading
edge of the container catches the lower edge of a cap, pulling it out of the chute and setting
it in place on top of the container. Then the container with the cap passes through a set of
spinning disks, which tighten the cap to the desired application torque (Figure 22.10).
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The in-line arrangement shown in Figure 22.10 is very popular, but like inline fillers,
there is an upper limit on capping speed. For lines that exceed the capacity of in-line equip-
ment, rotary cappers can be used. The arrangement of capping heads around the periph-
ery of a rotary capper is similar to the arrangement of a rotary filler. The filled containers
are removed from the line by the entrance starwheel and placed on the capper. As the
capper rotates, the caps are applied and tightened. Then the filled and capped containers
are set back on to the line to be moved to the next station.

The spinning disk arrangement used in in-line cappers cannot be used on rotary cappers
because the filled containers move with the turret and there is no relative motion that would
cause the containers to pass between the disks. Instead, a spindle capping setup is used.
A spindle (Figure 22.11) is mounted on a vertical shaft that rotates as the spindle travels
around the periphery of the machine. The spindle has a “chuck” at the lower end with a
torque limiting clutch above. The operating cycle described below is for a machine apply-
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ing screw caps. The cycle of steps are essentially the same whether metal or plastic screw
caps, metal lug caps, or some other type of cap is being applied.

The operating cycle begins when a cap is delivered to the capping machine. In one
system, as the capper rotates, a peg on the outside of the frame of the capper pulls a cap
out of the chute in a fashion similar to the way that a container pulls a cap out of a chute
in the in-line setup. In another system, the empty chuck passes over a swinging arm holding
a cap. The chuck is lowered over the cap, picks it up, and the arm moves back to pull
another cap from the cap chute.

When the cap is in the correct position, the spindle moves down and the chuck opens
to fit over the cap. Then the chuck closes to grip the cap and the spindle moves away, 
carrying the cap with it. While the spindle is picking up the cap, the container is moved
into position. Then the spindle begins to turn and simultaneously moves downward, screw-
ing the cap on to the container. When the required (pre-set) application torque is reached,
i) the clutch opens and stops driving the chuck, or ii) the chuck opens and starts to slip
around the cap. In either case, the spindle lifts away, releasing the container to be dis-
charged through the exit starwheel and back on to the conveyor to travel to the next
machine.

Only one spindle is involved in capping each bottle. Capping speed can be increased
by using a machine with more spindles. Each one goes through the same sequence of oper-
ations. While a peg is picking up a cap at one spindle, another spindle is moving into posi-
tion, another spindle is applying a cap, another spindle is releasing the container, and a
container is leaving the machine through the exit starwheel. Depending on the number of
spindles on the capper, the sequence may be divided into even more steps. A rotary capper
typically has 3 to 12 or even more spindles, depending on the speed that is required.

22.6.1 Chucks and clutches

Screw caps can be applied by rotary capping machines that have spindles with pneu-
matic chucks (Figure 22.11), mechanical chucks, or roller mechanisms. The pneumatic
type is illustrated in Figure 22.11. The donut-shaped gripping ring is relaxed or deflated
when the chuck is lowered to pick up a cap. The ring is made of soft pliable material that
will not scratch or mar the surface of the cap. When the ring is inflated, it grips the cap
enabling it to be picked up. Different-sized rings can be installed in the chuck to provide
gripping characteristics that are suitable for a particular cap and bottle combination. Also,
there are variations on the method of applying the force. One variation has a solid grip-
ping ring with an area above where pressure can be applied, causing the ring to expand
in the horizontal direction to grip the cap.

Mechanical chucks operate in a similar fashion except that the jaws are held closed by
a spring linkage. As the cap is applied, the linkage opens when the preset application torque
is reached.
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Press-on caps are used for jams, jellies, and other products. A press-on cap can be
applied to a container by a capper head equipped with a chuck to hold the cap or a roller
that presses it on.

22.6.2 Chuck type press-on cappers

The operation of a chuck type press-on capper is similar to the operation of screw type
cappers, except that the twisting motion used to screw the cap down is not required.
Instead, the cap is held in the chuck while it is positioned and pressed straight down on
to the top of the bottle. The application force can be controlled in several ways. The spring
operated capper head application pressure can be regulated by adjusting the collar that sets
the spring tension. Similarly, the movement of the capper head can be controlled by air
pressure in a pneumatic unit. Chuck type press-on cappers can be designed to suit caps
and bottles of almost any size and shape.

22.6.3 Roller type press-on cappers

On roller type press-on cappers (Figure 22.12), the cap is dropped or otherwise placed on
top of the bottle. It is then passed under rollers that press the cap tightly on to the container.
A shallow cap may be pressed on by a single roller. Deeper caps may require two or even
three rollers to push them on completely. Roller cappers are generally used to apply caps with
flat tops. The first roller levels and seats the cap. The remaining rollers press the cap further
on to the bottle. Irregular shapes often cause problems when they pass under the rollers.

22.7 Induction Capsealing

Today, increasing numbers of rigid and semi-rigid food packages are fitted with induc-
tion welded innerseals. The FDA requires this technology for many pharmaceutical 
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products. The rules were instituted following a famous product tampering incident.
Innerseals are not required for food products. However, manufacturers are adopting the
technology to prevent spills and for product protection. Products that are currently pack-
aging with innerseals include peanut butter, edible oils, ketchup, honey, spices, jellies,
syrups, etc.

There are two primary types of innerseals (Figure 22.13). The four-layer seal shown on
the left was originally developed when induction innerseals were first applied to packag-
ing. The three-layer seal is a later development.

An induction sealing system may consist of a power supply, a sealing coil, a sealing
coil mount, a water-recirculating system, and necessary electrical cables to connect the
power supply and the sealing coil. The power supply converts regular line electrical current
into the necessary power and frequency needed to seal bottles. The output energy is trans-
mitted to the sealing coil by the cables. The coil mount supports the coil over a conveyor.
An alternating magnetic field is produced around the coil. Several thousand times a second,
the field expands and contracts, then expands and contracts in the opposite direction. The
water cooling system removes excess heat from the cables and the coil. Modern systems
have improved efficiency so the water cooling system is often not required.
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The seals are provided by the cap supplier. Each of the four layers of the seal has a 
specific function as will be described below. A seal is held inside a cap by friction or a
small glue spot (Figure 22.13). Caps are applied to bottles and tightened in the usual
fashion, as discussed previously. The capped bottles leave the capper and are carried 
down a conveyor to the induction sealing coil. As the bottles pass under the sealing 
coil, the alternating magnetic field cuts through the aluminum, inducing a current to 
flow on the aluminum layer. The aluminum is not a perfect conductor, so it has some 
electrical resistance. As a result, heat is produced in the aluminum. The heat causes 
the wax layer to melt and be absorbed into the pulp board. It also softens the polymer,
which seals the aluminum to the top of the bottle when it cools. The heating process often
loosens the cap. Re-torqueing, using a unit similar to an in-line disk type cap tightener, is
generally used.

22.8 Flexible Packaging

The discussions above have primarily addressed glass and plastic bottles, jugs, and
similar rigid or semi-rigid containers. However, many food products are packaged in
pouches, bags, wraps and other forms of flexible packaging. Flexible packaging is prob-
ably the oldest form of packaging. Ancient hunter gatherers used available natural mate-
rials, such as leaves and animal parts to form flexible containers to wrap food products
for protection and for carrying and storing convenience. Of course, all of the packaging
was done by hand.

22.9 Form-Fill-Seal Equipment

A form-fill-seal machine (ffs) performs three distinct operations:

(1) form the package;
(2) fill the package; and
(3) close and seal the package.

Form-fill-seal equipment is popular because it can be used on a wide variety of prod-
ucts ranging from dry powders, such as cake mixes to liquids, such as salad dressings or
pizza sauce. There are three types of ffs equipment:

(1) vertical form-fill-seal machines (vffs);
(2) horizontal form-fill-seal machines (hffs); and
(3) thermo form-fill-seal machines (tffs).
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22.9.1 Vertical form-fill-seal machines

Vertical form-fill-seal machines are popular and widely used to package a vast array of
food products, including dry cereals, granular sugar, cake mixes, flour, and many other
products. The operation of a vffs machine is easy to understand. The name indicates that
the material flows vertically down the machines as the various package forming, filling,
and sealing operations are performed.

The web of material (usually plastic or a lamination) that will be formed into a package
is fed into the machine from a roll (Figure 22.14). The web is usually printed with the
manufacturer’s logo, product illustrations, nutritional labels, and other information. The
web is threaded through a series of rollers, guides, and tensioning devices. Even move-
ment of the material is critical for smooth machine operation. The web is then fed over a
specially shaped former (Figure 22.14). As the web travels over the wings of the former,
it is automatically wrapped around the outside of the filler tube, and the edges are bought
together and positioned for sealing the back seam that will form a tube of the flexible
material.

The package material passes down the outside of the filler tube. As it moves, the edges
are heat sealed together, forming a tube. At the bottom of the filler tube, a pair of heat seal
jaws close on the tube, flattening it and simultaneously sealing the top of a filled pouch
and then forming the bottom of the next pouch. Then a heated knife cuts off the bottom

pouch, which is conveyed away. At the same
time, the product is loaded into the pouch
through the filler tube. As the tube of material
continues moving downward, the heat sealing
mechanism forms the top of a filled pouch and
the bottom of the next pouch.

The sealing jaws are often triggered by an
electric eye mechanism, which reads a black reg-
istration spot printed on the web. In this way, the
preprinted graphics will appear correctly on the
completed package. The pouch length can be
easily adjusted. However, the filler tube must be
replaced to change the diameter of the package.

22.9.1.1 Aseptic packaging

A specialty form of vffs machinery is used 
to make the aseptic packaging of the type 
often called “Brick-Pack” or “drinkbox.” Aseptic
packaging is sterilized by a hydrogen peroxide

22: Food Packaging Machinery, Hughes 711

Figure 22.14 Operation of a vertical-
form-fill-seal machine.



dip and formed into a package. Then the product, which has been sterilized, is piped into
the newly-formed box by a double wall pipe, which has sterile air in the outer layer. Aseptic
technology is also used to package products into pre-made containers. The system is essen-
tially the same, except that the container forming step is skipped.

22.9.2 Horizontal-form-fill-seal

The flow of material in a hffs machine is essentially horizontal. The packaging forming
process starts when a flat web of material, usually plastic or a laminate with a heat seal-
able surface, is unwound from a roll (Figure 22.15). The web is threaded through a series
of rollers, guides, and tensioning devices. Uniform tension on the material is critical for
smooth machine operation. Packaging material from a pre-printed supply roll is folded in
half. Side and bottom seals are applied. A cut off device separates the individual pouches,
which are transferred to clamps on a conveyor chain, which in turn moves them past the
stations for other operations. Just ahead of the filling position, the clamps are moved closer
together, causing the pouch tops to open. Filling can be done in one or two steps. A two-
step filling set-up is illustrated in Figure 22.15. The first filler head utilizes rapid flow and
the second filler “tops” off the filling operation. After filling is completed, the clamps are
pulled apart, bringing together the tops of the pouches, which are then heat sealed. In the
final operation, the completed and filled pouch is picked off the conveyor chain and placed
directly into a shipping container or on to a belt conveyor.

22.9.3 Thermo-form-fill-seal

Thermo-form-fill-seal equipment uses two films to make a package. In the most
common arrangement, one plastic web is thermoformed and the other is heat sealed on to
the tray to form the cover (Figure 22.16).
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The bottom material unrolls from the supply roll and passes initially into a section of
the machine equipped with heaters to soften the plastic. As the material moves forward,
it passes next into the forming section where a combination of pressure and vacuum pulls
the plastic into the shape of a tray to be used as the bottom of the package. The thermo-
formed plastic then moves into the loading section where the food product is placed in the
tray cavities. The loading operation can be done by hand, by robots, or by various meter-
ing devices similar to the dry product and liquid products discussed previously. After the
trays are loaded, the second plastic web is fed in from the top and heat sealed on to the
edges of the trays. The final operation is to cut the individual trays apart and send them
on down the line for further packaging steps.

Tffs machines are used to package sandwich meats, pasta products, cut meats, and many
other products. The machines are available in a variety of sizes, both in length and in
width. Machines are used in food plants and in meat departments of grocery stores.
Depending on the kind or product, the filled packages can be shelf stable, refrigerated, or
frozen.

22.10 Canning Machinery

Two types of cans are available: 3-piece and 2-piece. Cans are made by can manufac-
turers and delivered to the users location in pallet load lots. The 3-piece cans leave the
can company with one can end attached to the sidewall of the can, forming a deep cup.
Two piece cans are formed into a single-piece deep cup and leave the can company in that
form. Cans are palletized in layers separated by sheets of corrugated, heavy paperboard,
plastic sheeting, or a similar material.
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At the food or beverage plant, the cans
are taken off the pallets by de-palletizing
machines. The cans travel down a con-
veyor to the can washer and on to the filler.
Except in very small systems, cans are
filled by a rotary filler of the type dis-
cussed above. After the cans have been
filled, the can end is placed on the top of
the can cylinder. The projection of the can
end and the flange on the can are then
folded tightly together around the periph-
ery, forming a tight seal (Figure 22.17).

The folding and sealing operation,
which attaches can ends and closes cans,
is done by a can seamer or can closer.
When used at the can manufacturing plant,
the machine is referred to as a double
seamer. Can seamers can be used on metal
cans, either 2-piece or 3-piece and on cans
made of other materials. The operation is
essentially identical.

A double seam consists of a “first-operation,” which
curls the outside of the can end around the can flange and
a “second-operation,” which forms and irons out a tight
hermetic seal between the can and the end. Hermetic seals
are secure against entry of microorganisms and can main-
tain sterility of the food packaging in the can.

There are two general types of seamers, head-spin and
can-spin. On a head-spin seamer, the can is held stationary
while the seaming head, which has first-operation and
second-operation seaming rolls (Figure 22.18), rotates
around the can and gradually forms the can end and the can
flange into a tight seam. On a can-spin seamer, the can is

rotated about its center line. The seaming rolls, mounted on levers, are moved into posi-
tion in a sequence to engage the can and form the seam. A variation of the can-spin process
uses a seaming rail, which has been machined to the desired final shape of the seam. The
top of the rotating can is forced against the rail to form the seam.

Seamers used in the food industry can be semi-automatic or automatic. Semi-automatic
seamers are motor driven single station units used on low speed lines and for making test
packages in laboratories. Automatic seamers are single or multiple head machines used to
close cans of vegetables, soups, beverages, and other food products, mostly for commer-
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cial trade. On food or beverage packaging lines, the can closing speed can range from as
low as 100 cans per minute to as high as 2,500 cans per minute.

Can seamers are designed for a particular can-diameter range, can-height range, and
speed range. Canning speed is expressed in cans per minute or hour. A seamer, which is
in service, can be modified to run any can and end within the designated diameter and
height range by fitting the proper can and end change parts.

22.11 Carton Filling and Closing Machinery

Cartons are paperboard containers that are manufactured by a converter and filled and
closed in a food packaging plant. Cartons are made in a wide variety of sizes and shapes
and numerous designs. Tube and tray type cartons are made from single paperboard blanks
that are scored, folded, and glued to form the carton. Cartons are economical. The mate-
rial is inexpensive when compared to other packaging materials. Cartons can be collapsed
to take up minimal space in shipment to the user. A carton provides protection for a
product, makes it easier to handle, supplies a surface that can be printed and attractively
decorated to add sales appeal to the product, and makes it possible to market several items
in a single package. Cartons can be creased and folded into shapes, which are semi-rigid
or rigid. However, while cartons are used as containers for many products, they are not
generally rigid enough to be used as shipping containers.

Cartons are used to package candy, pasta, dry cereal, beans, and other dry products, as
well as liquid products, such as milk and orange juice. In addition, several packages of
other products can be packaged in a carton. An example is a pizza kit in a carton, which
contains a paper pouch of a dry crust mixture, a second pouch containing powdered cheese,
and a metal can of sauce.

22.11.1 Carton filling

The following brief description of the operation of a typical cartoner will demonstrate
the features and capabilities required by users. There is a great variety of machines for
setting up and closing cartons. Some is high-speed and automatic. Some is semi-automatic
and of lower capacity. The most common is the horizontal cartoner for tuck-end cartons
(Figure 22.19).

The collapsed cartons are taken from the shipping container and loaded into the maga-
zine on the cartoner and held in place by spring pressure or a weight. A single carton is
pulled off the front or bottom of the stack by a swinging or rotating arm with vacuum cups
attached. The flat carton is then held in place by a pocket on a conveyor chain. At the same
time, a pusher bar applies pressure to the trailing edge, forcing it to open and holding it
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against the front corner of the chain pocket. The combination of vacuum cups pulling and
the pressure from the pusher bar holds the carton securely in position after it opens.

As the carton moves along with the chain, the product is pushed into the carton by hand,
by pneumatic cylinder, or by a cam-operated mechanism that travels along next to the
chain. Then the carton is closed. The dust flaps on the leading edge are wiped into posi-
tion by stationary bars as the carton moves along. Trailing flaps are folded forward by
mechanical fingers that move faster than the carton travel speed. Then the tucks are folded
in by curved bars that bend the score lines and guide the tuck flaps into the proper slot.

Since cartons move rapidly into, through, and out of the cartoner, the carton design must
be precise and the manufacturing must be workmanlike. If not, carton jams will occur.

Another factor that will influence the machinability of the cartons is the weather and
storage conditions. In the winter, the air is cold and holds less moisture. As a result, cartons
are usually dryer, flatter, and easier to run. However, as the season progress and the tem-
perature rises, the air takes up more water. The cartons absorb moisture from the air and
often take on a twisted or curved shape because the absorption is not uniform in all areas
of the carton blank. The twists and curves make it more difficult for the cartoner to perform
the folding and tucking actions involved in closing a carton. As a consequence, jams
become more common. One solution is to hold the cartons in an environmentally con-
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trolled space or at least to give the stored cartons time to equalize moisture before attempt-
ing to run them on the machine.

22.12 Metal Detectors

Metal is a potential hazard in all types of food products. The hazard can be reduced
greatly by proper equipment and an effective program to manage tramp metal. Metal detec-
tion is an issue in pet food systems and in pharmaceuticals, but this discussion will focus
on human foods and beverages.

Metal in food can cause injury to people and pets. It leads to a loss of good will. Inci-
dents of product contamination routinely receive attention from the media, both local and
national. A contamination incident can damage a company’s reputation. Metal in the food
can cause damage to machinery. Finally, the contamination could lead to an expensive
product recall. The consequences of metal contamination are serious enough to warrant a
carefully planned program to find and remove unwanted metal contamination, including
the use of metal detection equipment.

There are many sources of metal contamination. Broken machinery is an obvious source.
Most food products are processed in metal equipment and packaged by metal equipment.
Moving parts wear and eventually small pieces of metal fall from a machine. Some of the
small pieces fall into the food product. Dropped tools are another source of metal as are
items falling from workers’ clothes. Some items that could cause contamination in this
way include nuts and bolts, screws, nails, pens, rulers, etc. Jewelry worn by workers can
fall off and get into the food. Examples include rings, watches, and earrings. And, some-
times, the contamination is not an accident. Systems may be sabotaged by individuals who
wish to damage the company or make a legal claim for monetary damages.

The metal detection process that will be discussed is based on the magnetic induction
process. Induction is the same principle that is used to heat the cap in an induction cap
sealing system and which makes most electric motors spin.

In simple terms, the metal detector produces an oscillating electromagnetic field. The
food products and packages pass through the field. The presence of metal causes a dis-
turbance in the fields, which can be detected and used to trigger an action to reject the
contaminated product, whether or not it is in a package.

22.12.1 Typical metal detector

A common type of metal detector (Figure 22.20) consists of a heavy metal and a control
unit. The case has an aperture (opening) large enough for a conveyor carrying packages
or products to pass through. However, there are other arrangements that may be advanta-
geous in certain circumstances. For example, a metal detector can be mounted around the
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filler tube on a vffs machine. It detects metal
in the free falling stream of product passing
through the tube as the pouch is filled.

A metal detector has three coils. The
front and rear coils are connected to the
same AC power supply, but the rear coils is
the reverse of the front coil (Figure 22.20).
The coil in the center is connected to the
control unit. The front and rear coils
produce alternating magnetic fields, which
are balanced and out of phase with each
other. Each of the end coils induces a
voltage in the middle coil. When the detec-
tor is empty, the voltages cancel each other
out so that there is no output signal from the
detector coil. This situation will remain
unchanged as packages pass through the
unit unless there is metal in the package.

When a piece of metal is moved through
the aperture into the detector unit, the metal
will interact with the front coil and cause a
voltage to be induced in the piece of metal.

This voltage, in turn, will cause a current to flow on the piece of metal. That current on
the piece of metal causes an unbalanced condition on the middle coil (detector), which
can be sensed and used to trigger an automatic rejection device.

Non-conducting objects can pass by the sensor without causing a disturbance of the
balance on the sensor coil but the metal detector will pick up both ferrous and non-ferrous
metals since the detection process depends on the conductive properties of the metals. For
this reason, food packaged in aluminum trays, cups with aluminum foil covers, and similar
packages cannot be inspected by the metal detector. There is an alternate design, using a
static electromagnetic field that can be used on aluminum packages because it will only
detect ferrous metals.

A metal detector, by itself, will not provide assurance that all metal will be detected and
removed. For best results, the metal detector should be a part of a quality assurance
program specifically designed for each product.
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continuous pasteurizer for milk 198

controlled-release packaging (CRP) 60

conveyors, belt 146

    cross-sectional areas and maximum speeds 148

conveyors, pneumatic 151

conveyors, screw 144

corn

    equilibrium relative humidity 117

    static coefficient of friction 132

corn heads 97

corrugated common footprints (CCFs) 673

creep tests 410

critical control points (CCPs) 21

cryogenic freezers 358

Current Good Management Processes (cGMP) 22

cutterbars 96

D

dairy products 193

      see also milking systems

    butter manufacturing 212

    cheese manufacturing 213

    clarification, separation and standardization 194

    drying 208

    evaporation 205

    homogenization 202

    ice cream manufacturing 210

    membrane processing 205 206

    pasteurization 196
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dairy products (Cont.)

    UHT sterlization 202

Deborah number 395

defect action level (DAL) 23

degree of milling (DOM) 239

dehydration of foods, fruit and vegetables 276

design of equipment and utensils 23

differential GPS (DGPS) 82

diffusion coefficient for gases 316

disc separators for cleaning grain 155

discrete element simulation (DES) 161

DNA probes 55

drying of foods 303 310 338

    dryer types 316

batch dryers 317

belt dryers 320

continuous dryers 319

drum dryers 321

fluidized bed dryers 320 321

freeze dryers 324

hot air dryers 316

osmotic dryers 324

puff-dryers 320

rotary dryers 318

solar dryers 317 318

spray dryers 322

vacuum dryers 318

    drying curves and drying mechanisms 311

    evaporation 328

agitated film evaporators 333

falling film evaporators 331

multi-effect evaporators 335
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drying of foods (Cont.)

pan and batch evaporators 329

quality changes 338

rising film evaporators 331

rising-falling film evaporators 332

short tube evaporators 330

single effect evaporators 334

    mechanical vapor recompression (MVR) 336

    psychrometrics 310

    quality changes 326

    stability and moisture content 306

moisture isotherms 308

drying of grains 215

    fluidized bed dryers 219

    on-farm drying 216

conduction–convection rotary dryer 217

    storage 116

classification of dryer types 117

equilibrium moisture content 117

theory and simulation of drying 119

Duhring charts 328

dynamic accuracy 514

E

educational requirements for food engineers 4

eggs 26

    egg products 27

elevators 106

elevators, bucket 148

emittance of radiant heat 371

enzyme-linked immunosorbent assays (ELISA) 56

ethylene 262 264
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expansins 264

export foods, regulation 35

F

falling film evaporators 331

fanning mills for cleaning grain 154 155

farm machinery automation 73 89

      see also grain harvesting machinery; grain

storage systems

    challenges facing automonous vehicles 86

liability 89

safety considerations 87

    guidance methods 80

comparison of various techniques 81

crop feelers 85

dead reckoning 85

furrow following 86 87

Global Positioning System (GPS) 82

inertial 85

machine vision 84

    implement guidance systems 80

    vehicle guidance systems 74

guidance strategies 75

fats and oils in fruit and vegetables 260

Federal Register 16

    Code of Federal Regulations (CFR) 17

ferulic acid 257

Fick’s First Law 371

Fick’s Second law 121 372

finite element analysis 161

flat-storage systems 129

    classification of bins 135
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flat-storage systems (Cont.)

    geometry 130

    shallow, and deep bins 134

    stresses 131

flavonoids 258

flavor compounds in fruit and vegetables 257

flexible pouch packaging 232

    sterilization 234

flocculators 625

Flow Diversion Device (FDD) 200

flow properties of grain, testers 155

    classification 156

    examples 156

fluidized bed dryers 219 320 321

fluidized bed freezers 355

flumes 126

Food and Drug Administration (FDA) 15 16

    HACCP requirements 20

food engineer 14

    academic training 4

    employment opportunities 7 12

example job descriptions 7

    future prospects 14

    role 3

    role 7

    skills required 3

food safety engineering 45 63

    byproducts of processing 62

acrylamide 62

3-monochloropropanediol 63

    control/monitoring/identification techniques 54

biosensors 56
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food engineer (Cont.)

chromogenic microbiological media 54

Fourier Tranform Infra-Red (FT-IR) spectrometry 58

molecular and immunological assay methods 55 57

    intervention technologies 46

chemical interventions 50

hurdle approach 53

novel non-thermal techniques 46

    packaging applications 59

active packaging 60

intelligent or smart packaging 60

tamper evident packaging 60

tracking and traceability 61

Food Safety Inspection Service (FSIS) 15 16

    HACCP requirements 20

    meat processing 24

food service establishments, regulation 35

Fourier Tranform Infra-Red (FT-IR)

spectrometry 58

    common frequencies 59

Fourier’s Law 368

freeze drying 324

freezing of foods 341

    developments

dehydrofreezing 362

high pressure freezing 362

    effects on foods 359

constituents 360

physical characteristics 359

thermal properties 360

    energy conservation 363

    equipment 351
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freezing of foods (Cont.)

air blast tunnels 354

belt freezers 355

cryogenic freezers 358

fluidized bed freezers 355

immersion freezers 357

impingement freezers 357

plate freezers 351

scraped surface freezers 353

still air freezers 353

    freezing time estimations 347

factors 348

Plank’s equation 348

Plank’s equation, modified 349

    fruit and vegetables 276

    future developments 363

    ice cream 211

    phase change and ice crystal formation 345

    process 342

    product heat load 346

freezing point depression 342

fructose 255

fruit and vegetables 251

    background considerations

location of processing operation 252

processing systems 252

suitability for processing 252

    biological deterioration and control 262

    chemical composition

amino acids 259

fats and oils 260

flavor volatiles 257
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fruit and vegetables (Cont.)

minerals 260

organic acids 256

phenolic components 257

pigments 258

proteins 259

starch 256

sugars 255

vitamins 260

water content 255

    equipment specifications 295

    fruit development 254

    juice processing 278

clarification 281

diffusion treatment 284

enzyme liquefaction 283

mechanical pressing 280

pulp enzyming 282

regulations 31

    minimal processing 284

    packaging 672

CCFs 673

RPCs 674

    processing methods

canning 274

dehydration 276

freezing 276

semi-processing 277

sugar preservation 277

    processing units

basic services 292

general flow plan 292
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fruit and vegetables (Cont.)

installation and operation 291

other facilities 294

preliminary studies 290

processing room 293

raw material reception 292

sanitary facilities 295

storerooms 294

    properties 253

    quality control/assurance 287

HACCP 290

laboratory facilities 294

traceability 289

    reducing deterioration, chemical methods 268

acidification 269

benzoates 268

parabens 269

sorbates 269

sugar concentration 272

sulfur dioxide 268

    reducing deterioration, physical methods 264

deinfestation treatments 266

modified atmospheres 266

storage 267

water activity manipulation 267

    reducing deterioration, treatments

heat 272

irradiation 273

    regulations 29

    structural features 261

fumigation of grain 221
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G

gamma irradiation 222

gelatinization enthalpy of rice 227

Global Positioning System (GPS) 74 77 78 79

82

glucose 255

glucosinolates 261

Good Management Processes see  Current

Good Management Processes (cGMP)

grain cleaning 153

    cleaning shoe 104

    separation techniques 103

    straw walkers 103

grain harvesting machinery 93

      see also  farm machinery automation; grain

storage systems

    cleaning shoe 104

    cylinder threshing and concave 99

    elevators 106

    feederhouse 99

    field performance 110

    gathering heads 95

    grain bin and unloading auger 106 108

    grain damage 110

    historical perspective 93

    operator’s station and monitoring systems 109

    other attachments 107

    performance factors 95

    pre-harvest design criteria 94

    rotary threshing and concave 101

    separation techniques 103
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grain process engineering 215 242

    cooking

quick cooking brown rice (QCBR) 235

retort packaging 231

    drying 215

fluidized bed dryers 219

on-farm drying 216

    post-harvest value additions

aroma enhancement of milled rice 229

artificial aging 225

    pre-storage grain treatments

insect damage 220

    quality evaluation

image analysis 238

texture of cooked rice 239

grain storage systems 113

      see also  farm machinery automation; grain

harvesting machinery

    chutes 153

    cleaning of grain 153

    codes 116

    conical grain bins 129

classification of bins 135

flat storage 129

flat storage, shallow, and deep bins 134

Janseen’s equation 132

loads on hoppers 135

static coefficients of friction 132

    drying

classification of dryer types 117

equilibrium moisture content 117

purpose 116
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grain storage systems (Cont.)

theory and simulation of drying 119

    flow property testers 155

classification 156

examples 156

    grain handling 143

belt conveyors 146

bucket elevators 148

pneumatic conveyors 151

screw conveyors 144

    management factors 115

    materials 114

    physical properties of grains 114

    seismic loads 141

    snow and wind loads 137

force coefficients for round grain bins 140

pressure coefficients for components and cladding 140

pressure coefficients for conical bin roofs 141

    stresses in granular materials 126

    structural loads 122

eccentric discharge of grain 125

flumes 126

loads caused by grain 124

    temperature cables 127

    thermal loads and moisture-induced loads 128

grains, physical properties 114

granular materials, modeling 158

H

gray surfaces 371
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Hazard Analyses and Critical Control Point

Program (HACCP) 20

    prerequisite programs 21

head rice yield (HRY) 239

heat transfer 367

    conduction 368

    convection, forced 370

    convection, free 370

    drying and frying 378

    microwave thawing of frozen meat equation 381

theoretical analysis 383 387

    radiation 371

    thermal sterilization 372

simulation of a horizontal can 377

simulation of a pouch 377

simulation of a vertical can 374

simulation of bacterial deactivation 375

simulation of vitamin destruction 376

Herschel–Bulkley fluids 399

Herschel–Bulkley model 397

high hydrostatic pressure (HHP) processing 46

high pressure processing (HPP) 46

    applications 48

high temperature–short time (HTST)

pasteurization 198

    ice cream 210

homogenization of milk 202

Hooke’s Law 393

Hookian solids 408

hoppers, loads on 135

horticultural crops see  fruit and vegetables

hurdle approach to food safety 53
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I

ice cream manufacturing 210

image analysis of grains 238

immersion freezers 357

immunological assay methods 55

    enzyme-linked immunosorbent assays

(ELISA) 56

impact pressure within chutes, calculating 153

impingement freezers 357

imported foods, regulation 36

industrial sectors employing engineers 12

insect damage of grain 220

    chemical fumigation 221

    gamma irradiation 222

    heat treatment 221

    modified atmospheres 222

combined with increased temperature 224

combined with low temperature 225

high carbon dioxide 223

low oxygen 223

pressurized carbon dioxide 225

intelligent packaging 60

interfacial dilatational rheology 412

interfacial rheology 411

interfacial shear rheology 413

internal angle of friction for grain 114

intervention technologies 46

    applications 52

    chemical intervention

other interventions 51

ozone 50
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intervention technologies (Cont.)

    novel non-thermal techniques 46

High Pressure Processing (HPP) 46

irradiation 49

pulsed electric field (PEF) processing 47

ultraviolet disinfection 49

irradiation of foods 49 273

J

jams 278

Janssen’s equatio 114 132

jellies 277

Jenike’s shear cell 156

Johanson indicizer 157

juice processing 278

    clarification 281

    diffusion treatment 284

    enzyme liquefaction 283

    mechanical pressing 280

    pulp enzyming 282

K

Knudsen diffusion 315

L

legislation applicable to food industry see

regulation of food industry

lethality of processes 417

    specification 419

LIDAR systems 88
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linear viscoelasticity regime (LVR) 406

loads, structural aspects 122

    eccentric discharge of grain 125

    flumes 126

    loads caused by grain 124

logic wire diagrams 492

Low-Acid Canned Food (LACF) program 27

lycopene 258

M

Maillard reaction 62

malic acid 256

marmalades 278

mass transfer 367

    convection 372

    diffusion 371

material other than grain (MOG) separation 93 103

    disposal 108

Maxwell model 409

mealiness of fruit 263

meat

    compostion 559

    microwave thawing of frozen meat 381

theoretical analysis 383 387

    ohmic pasteurization

commercial applications 570

control of extent 569

economics 568

electricity supply control 568

meat quality 565

microbial inactivation 565

packaging 570
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meat (Cont.)

    packaging 670

    processing regulations 24

    thermal methods of preservation 555

mechanical vapor recompression (MVR) 336

mechanically separated meat (MSM) 25

membrane processing of milk 205 206

microbial spore inactivation techniques 53

microbiology of foods 415

    process lethality 417

specification 419

    sterilizing value 416

milk

    composition 194

    processing regulations 33

milk products, processing regulations 33

      see also dairy products

milking systems 167

    components 172

pipeline systems 172

weigh jar systems 172

    distribution tanks 178

    main airline 181

    milking machines 168 170

    milking parlors 182

construction 183

environmental control 183

flat type 186

herringbone type 184

parallel type 185

rotary (carousel) type 186

side open (tandem) type 185
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milking systems (Cont.)

    milking parlors, additional features

animal identification and recording systems 188

automatic cluster removers (ACRs) 187

crowd gates 188

entrance/exit gates 187

hygiene 189

    milking routine 167

    milking unit 169

    pipe sizing and layout 179

milkline sizing–pipeline systems 179

    piping 173

    pulsator airline sizing 180

    receiver group 178

    test ports 178

    vacuum gauges 177

    vacuum production 174

    vacuum pump sizing 181

    vacuum regulation 176

minerals in fruit and vegetables 260

minimal processing 284

modeling processes 449

    energy balance 454

    example 1—pasteurization of a canned

beverage

heat transfer 461

kinetic parameters 462

microorganism decay 461

    example 2—temperature profiles of

particulates 462

finite difference equations 465

process model 464
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modeling processes (Cont.)

    example 3—cooking a spherical product 467

finite difference equations 470

initial and boundary conditions 468

modeling principles 468

non-dimensional analysis 469

simulation 471

    examples 4—meatball frying

kinetic modeling 472

    modeling principles 473

    procedures 472

    finite differences 459

grid system 461

    initial and boundary conditions 458

moving boundaries 458

    mass balance 452

component mass balances with no chemical change 452

dynamic mass balances with no chemical change 452

mass balances with chemical or biological reactions 453

procedure 453

    reaction kinetics 455

    transport equations 456

moisture content see  drying of foods; water

molecular alloy phase change materials

(MAPCM) 60

molecular assay methods 55

    DNA probe methods 55

    polymerase chain reaction (PCR) assays 55

3-monochloropropanediol 63

multi-effect evaporators 335
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N
National Poultry Improvement Plan (NPIP) 26

near infrared (NIR) spectroscopy 240

    grain quality 241

Newman’s solutions to Fick’s law 122

Newtonian fluids 397

Newton’s Law of coolin 370

Newton’s Law of viscosit 394

nisin 53

non-climacteric fruit 262

Nusselt number 370

nuts, processing regulations 29

O

ohmic pasteurization 553

    basic principles

electric circuits 556

electrical conductivity 558

electrical field strength 558

mechanism of ohmic heating 556

    commercial applications 570

    control of extent 569

    economics 568

    electricity supply control 568

    future directions 572

    meat quality 565

    microbial inactivation 565

    packaging 570

optimization of processes 476

    dynamic programming (DP) 479

optimization problems 480

    linear programming (LP) 476
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optimization of processes (Cont.)

applications 478

elements of optimization 476

organic acids in fruit and vegetables 256

organic foods, regulation 38

osmotic drying 324

osmotic pressure 324

Ottawa texture measuring system (OTMS) 240

oxalic acid 256

ozone 50

packaging for foods 665

    food distribution

harvesting 675

packing 675

shipping 677

storage and shelf life 677

    food product categories

meat 670

processed versus non-processed 675

seafood 671

vegetables and fruits 672

    functions 665

communication 668 695

containment 666 695

protection 667 695

utility 668 696

    future trends 686

damage reduction 690

    major causes of spoilage/damage in supply

chain 677

biochemical spoilage 678

chemical spoilage 678
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packaging for foods (Cont.)

macrobiological spoilage 678

microbiological spoilage 678

physical damage 679

    materials 679

glass 684

metals 683

paper 680

plastic 681

    safety aspects 59

active packaging 60

intelligent or smart packaging 60

tamper evident packaging 60

tracking and traceability 61

    smart packaging 684

active packaging 685

controlled atmosphere packaging (CAP) 686

intelligent packaging 686

modified atmosphere packaging (MAP) 685

packaging machinery 695

    canning equipment 713

    cap application machines 705

chucks and clutches 707

chucks-type press-on cappers 708

induction capsealing 708

roller-type press-on cappers 708

    carton equipment 715

filling 715

    filling machines 696

    flexible packaging 710

    form–fill–seal equipment 710

horizontal 712
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packaging machinery (Cont.)

thermo-form–fill–seal 712

vertical 711

    in-line (rotary) fillers 703

    in-line fillers 703

    metal detectors 717

typical features 717

    rotary fillers 704

    volumetric fillers 698

auger fillers 700

diaphragm fillers 699

piston fillers 698

timed flow fillers 700

    weight fillers 701

gross weight fillers 702

net weight fillers 702

pan and batch evaporators 329

parabens 269

parlors for milking 182

    construction 183

    design elements

animal identification and recording systems 188

automatic cluster removers (ACRs) 187

crowd gates 188

entrance/exit gates 187

hygiene 189

    environmental control 183

    types 184

flat 186

herringbone 184

parallel 185

rotary (carousel) 186
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parlors for milking (Cont.)

side open (tandem) 185

pasteurization 32

    of milk 196

Pasteurized Milk Ordinance (PMO) 33

pectin 277 280

pectinases 281

Peschl rotational shear tester 156

pesticide residues 24

phenolic components in fruit and vegetables 257

phosphine 221

phytosterols 261

pineapples 263

piping systems for milking 173

Plank number 349

Plank’s equatio 348

    modified 349

plant pigments 258

plate freezers 351

platform augers 97

pneumatic conveyors 151

polymerase chain reaction (PCR) assays 55

portable data file (PDF) 60

power-law fluids 399

Prandtl number 370

preservation of foods see  sterilization and

preservation of foods, themal

processing

process control system design 485

    actuators

control valves 544

motors 543
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process control system design (Cont.)

pumps 544

valve actuators 546

valve selection and sizing 548

    automation benefits 485

    automation components and terminology 488

    computer integrated manufacturing (CIM) 486

    control system objectives 490

block diagrams 494

closed loop systems 495

continuous control 494

discrete control 491

feed-forward control 503

open loop control systems 501

PID control algorithm 497

predictive control 502

    controllers 504

chassis 506

controller programming 507

human–machine interface (HMI) 510

input/output (I/O) terminals 506

memory 505

power supply 505

processors 505

programming device 507

    sensors 512

accuracy and precision 513

bi-metallic strip 523

dynamics 514

encoder/programmable limit switch 521

flow 535

infrared radiation 527
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process control system design (Cont.)

integrated circuits 526

level 530

linear variable differential transformer (LVDT) 521

linearity 516

maintenance 516

photocells 520

position 519

pressure 527

proximity switches 520

RADAR 522

range and resolution 513

rangeability and turndown 516

resistance temperature device (RTD) 525

sensitivity/gain 516

specification 517

switch inputs 518

temperature 522

thermistors 526

thermocouples 523

toggle switches 519

ultrasonic 522

    transmitters and transducers 539

sensor transmitters 540

smart sensors 543

process facility design 579 605

    background considerations 580

    cross-cutting issues 582

    individual issues 586

    interacting issues 585

    key issues 581 583

    project phases 587
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process facility design (Cont.)

conceptual design 602

construction 604

drawings 588

final design 603

planning 594

preliminary design 603

startup 605

process flow diagrams (PFDs) 590

processing plants, example flow chart 11

proteins in fruit and vegetables 259

psychrometrics 310

pulsed electric field (PEF) processing 47

Q

quality evaluation

    fruit and vegetables 287

HACCP 290

laboratory facilities 294

traceability 289

    grains

image analysis 238

texture of cooked rice 239

quick cooking brown rice (QCBR) 235

    factors

cooking 238

preheating 237

soaking 238

    process 235

quick cooking rice (QCR) 235

    process 235

quinic acid 256
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R

RADAR systems 88

radio frequency identification (RFID) systems 61 62

ratio of vertical to lateral pressure for grain

flow 114

Rayleigh number 370

Real-Time Kinematic (RTK) GPS 83

refrigeration of dairy products 193

regulation of food industry 15 39

    beverages

alcoholic 29

bottled water 30

carbonated 30

fruit and vegetable juices 31

milk and milk products 33

pasteurization 32

    canned foods 34

    Current Good Management Processes

(cGMP) 22

    eggs 26

egg products 27

    export foods 35

    Federal Register 16

Code of Federal Regulations (CFR) 17

    food service establishments and restaurants 35

    fruit, vegetables and nuts 29

    Hazard Analyses and Critical Control Point

Program (HACCP) 20

prerequisite programs 21

    imported foods 36

    meat processing 24
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regulation of food industry (Cont.)

    organic foods 38

    sanitation programs 18

Sanitation Performance Standards (SPS) 18

Sanitation Standard Operating Procedures

(SSOP) 19

    seafood processing 27

    United States Code 17

state and local regulations 17

relay ladder logic (RLL) 492 493

restaurants, regulation 35

retort packaging 231

    boiling 233

    filling and closing 233

    flexible pouches 232

    retorting 234

    soaking 232

    sterilization 234

returnable plastic containers (RPCs) 674

Reynold’s number 370

rheology of foods 391 414

    basic concepts

constitutive relations 393

Deborah number 395

stress and strain 391

    creep tests 410

    fluids

apparent viscosity and yield stress 396 397

Bingham plastic fluids 399

correlation with structure 399

Herschel–Bulkley fluids 399

Newtonian fluids 397
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rheology of foods (Cont.)

power-law fluids 399

shear strain rates in laminar flow 395

    interfacial dilatational rheology 412

    interfacial rheology 411

    interfacial shear rheology 413

    semi-solid materials 403

frequency sweep 407

oscillation frequency 407

strain amplitude 406

visco-elastic properties 404

    stress relaxation tests 409

rheometry

    rotational method 401

concentric cylinders 402

cone and plate 402

test parameters 403

    vane method 400

rice

    aroma enhancement 229

ACPY 230

    artificial aging 225

steam chambers 228

    equilibrium relative humidity 117

    gelatinization enthalpy 227

    texture evaluation of cooked rice 239

NIR applications 241

ripening of fruit 262

rising film evaporators 331

rising-falling film evaporators 332

rupture planes 135

safety engineering see Food safety engineering
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Safety Thermal Limit Recorder (STLR) 200

sanitation 18

    programs 18

    Sanitation Performance Standards (SPS) 18

    Standard Operating Procedures (SSOP) 19

Schulze ring shear tester 156

scraped surface freezers 353

screw conveyors 144

seafood

    packaging 671

    processing regulations 27

seismic loads 141

semi-processing of foods for fruit and

vegetables 277

sensible heat 346

short tube evaporators 330

sieving (screening) of grain 154

simulation of processes 451

single effect evaporators 334

smart packaging 60

snow loads, calculating 138

sorbates 269

sorbitol 255

soybeans

    equilibrium relative humidity 117

    static coefficient of friction 132

spiral separators for cleaning grain 155

spray-drying 322

    dairy products 208

starch in fruit and vegetables 256

static accuracy 514

Stefan diffusion 316
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Stefan number 350

sterilization and preservation of foods, themal

processing 415

    commercial asceptic process systems 438

    commercial retort sterilization systems 426

batch retorts 426 429

continuous retort systems 428

continuous rotary cookers 431

crateless retorts 431 432 433

Flash 18 process 436 438

hydrostatic sterilizers 435 437 438

Steriflamme system 436 439

    heat penetration measurement 422

    heat transfer nodes 421

    low-acid canned food regulations 443

container closure and coding 447

equipment and procedure 444

personnel training 444

plant registration 443

process deviation 446

process filing 444

process operations 446

product preparation 445

recall planning 448

records and storage 447

scheduled processes 445

    process calculation 423

    process lethality 417

specification 419

    steady state (isothermal) heat transfer 420

    sterilizing value 416

    unsteady (non-isothermal) heat transfer 420
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still air freezers 353

stokes’ Law 194

storage systems see  grain storage systems

straw walkers 103

stress and strain 391

    shear strain rates in laminar flow 395

stress ratio 126

stress relaxation tests 409

stresses in granular materials 126

stripper heads 97

sucrose 255

sugar preservation of foods, fruit and

vegetables 277

sugars in fruit and vegetables 255

sulfur dioxide 268

survivor curves 416

T

tamper evident packaging 60

tannins 257

temperature cables 127

    dimensions and surface materials 128

thermal-death-time (TDT) curves 416

thin layer drying equation 120

time-temperature integrator (TTI) 60

total enthalpy 346

total equivalent grain height 128 130

transducers 539

transmitters 539

Triangulation Identification for the Genetic

Evaluation of Risks (TIGER) 57

triaxial tester 158 159
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